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Chapter 4: Accelerator Systems
Accelerator Systems
[bookmark: _Ref375035172]Introduction
The secondary muon beam on the Mu2e stopping target is derived from the decay of pions produced by the interaction of an intense 8 GeV kinetic energy proton beam with a tungsten target. This chapter describes the upgrades to the existing Fermilab Accelerator facilities required for the delivery and targeting of the primary proton beam.
Accelerator Systems project scope
The Mu2e Accelerator Systems upgrades (WBS 475.02) are divided into eight Level 3 sub-projects that are shown in Table 4.1. These sub-projects are briefly described in this introduction and will be elaborated in detail in the remainder of this chapter.

[bookmark: _Ref373914378]Table 4.1 Mu2e Accelerator Systems Level 3 sub-projects
	WBS
	Name

	475.02.01
	Project Management

	475.02.03[footnoteRef:1] [1:  WBS 475.02.02 contains conceptual design work for Recycler Ring extraction upgrades that are no longer part of the scope of the Mu2e project.] 

	Instrumentation and Controls

	475.02.04
	Radiation Safety Improvements

	475.02.05
	Resonant Extraction System

	475.02.06
	Delivery Ring RF System

	475.02.07
	External Beamline

	475.02.08
	Extinction Systems

	475.02.09
	Target Station



Project Management
The Project Management WBS item contains the project management tasks for the Mu2e Accelerator Upgrades. These tasks include reviews, reports, supervision of the Accelerator Upgrades management team, Technical Board meetings, Accelerator Level 3 management meetings, standards preparation, EVMS tracking and analysis, cost estimates, schedule preparation, and change control. 
Instrumentation and Controls
The Instrumentation and Controls WBS item contains the tasks necessary for the design and fabrication of the accelerator controls and instrumentation upgrades required for operation of the Fermilab Accelerator Complex for the Mu2e experiment. These tasks include:
Design and implementation of required controls systems upgrades for beam transport to the Recycler Ring and the Delivery Ring
Design and implementation of Delivery Ring Abort controls
Design and implementation of the M4 beamline control system
Design and implementation of Delivery Ring instrumentation upgrades for Mu2e
Design and implementation of instrumentation for the M4 beamline

The Instrumentation design and implementation is described in detail in section 4.3.  The design and implementation of control system upgrades are described in detail in section 4.4. 
Radiation Safety Improvements
The Radiation Safety Improvements WBS item contains the tasks required for the design and implementation of the Radiation Safety upgrades that are required to maintain the level of radiation protection required by the Fermilab Radiological Control Manual. These tasks include the following:
Design, fabrication, and implementation of an M1 beamline to Delivery Ring Total Loss Monitor (TLM) radiation safety system
Design, fabrication, and implementation of the Delivery Ring radiation safety system upgrades, which includes a Delivery Ring TLM radiation safety system and in-tunnel shielding of known beam loss points
Design, fabrication, and implementation of the external (M4) beamline radiation safety system, which includes M4 beamline safety system interlocks, M4 beamline TLM system, and M4 beamline in-tunnel shielding
Design, fabrication, and implementation of the Mu2e proton service building radiation safety interlock system

Radiation Safety Improvements are described in detail in section 4.5.
Resonant Extraction System
The Resonant Extraction System WBS item contains the tasks required for the design, fabrication, and installation of the systems necessary for the resonant extraction of Mu2e beam from the Delivery Ring synchrotron. These tasks include the following:
General engineering design of the Delivery Ring resonant extraction system
Design, manufacture, and installation of the resonant extraction electrostatic septum (ESS) modules (two modules) and power supply
Design, procurement, and installation of the resonant extraction tune quadrupole magnets and power supplies
Design, manufacture, and installation of the resonant extraction harmonic sextupole magnets and power supplies
Design, procurement/manufacture, and installation of the resonant extraction dynamic bump magnets and power supplies
Design, manufacture, and installation of the resonant RF knock out (RFKO) kicker and power supply
Design, manufacture, and installation of the resonant extraction fast feedback devices and electronics.

The Resonant Extraction System design is described in detail in section 4.6.
Delivery Ring RF System
The Delivery Ring RF System WBS item contains the tasks required for the design and construction of a 2.4 MHz RF system that synchronously captures beam from the Recycler Ring and holds it in a stationary RF bucket during resonant extraction. These tasks include the following:
Design, construction, and installation of the Delivery Ring 2.4 MHz low level RF system
Design, manufacture, and installation of an LCW cooling system for the 2.4 MHz RF cavity
Procurement and installation of an 8 kW driver amplifier for the 2.4 MHz RF cavity
Installation of the 2.4 MHz RF Cavity[footnoteRef:2] [2:  The 2.4 MHz RF cavity is provided by the Recycler RF AIP] 

Longitudinal tracking simulation model of the Delivery Ring 2.4 MHz RF system that predicts the longitudinal phase space distribution of protons during the Mu2e spill.

The Delivery Ring RF System design is described in detail in section 4.7.
External Beamline
The External Beamline WBS item contains the tasks required for the design, fabrication, and installation of the systems necessary for the delivery of Mu2e beam from the Delivery Ring synchrotron to the Mu2e proton target. These tasks include:

Design of the external (M4) beamline optics that includes: vertical bend out of the Delivery Ring, the left bend section, extinction dipole insert, extinction collimation section, diagnostic absorber line, and final focus section
Magnet and power supply selection, procurement, and installation for the M4 beamline
Design, fabrication, and installation of the M4 beamline vacuum and mechanical systems
Design, fabrication, and installation of the M4 diagnostic absorber and associated beamline.

The External Beamline design is described in detail in section 4.8.
Extinction Systems
The Extinction Systems WBS item contains the tasks required for the design, fabrication, and installation of the systems necessary for the extinction of out-of-time particles en route to the proton target as well as the systems for monitoring the level of extinction achieved. These tasks include:
Design, fabrication, and installation of the extinction 300 kHz and 5 MHz AC dipole magnets and power supplies
Design, fabrication, and installation of the extinction collimation system in the M4 beamline.
Design, fabrication, and installation of the target extinction monitoring system.

Extinction design is described in detail in section 4.9. Extinction monitoring is described in section 4.10
Target Station
The Target Station WBS item contains the tasks required for the design, fabrication, and installation of the systems necessary for the proton target station. These tasks include the following:
Design and fabrication of the Mu2e proton target and target support system
Design, fabrication, and installation of the Production Solenoid (PS) Heat and Radiation Shield (HRS)
Design, fabrication, and installation of the proton target beam absorber
Design and fabrication of the PS and HRS protection collimator
Design, fabrication, and implementation of the proton target handling system.

The design of Target Station components is described in detail in section 4.11.
Muon Campus Projects
The upgrades to the Fermilab Accelerator complex necessary to run the Mu2e experiment are distributed over several projects. These projects will transform the Fermilab Antiproton Source into what is now called the Muon Campus [1]. In the near term, the Muon Campus will support the operation of the Muon g-2 and the Mu2e experiments.

Many of the accelerator upgrades required for the Mu2e experiment are also necessary for Muon g-2. Since the g-2 experiment will run before Mu2e, these upgrades will be installed and commissioned well before they are needed for Mu2e beam operations. Table 4.2 gives a summary of the various accelerator upgrades that are required for the successful operation of the Mu2e experiment, but are not within the scope of the Mu2e Project.
[bookmark: _Toc319136734]Accelerator Requirements
The Mu2e Accelerator upgrades are governed by seven requirements documents. These documents are:
Mu2e Proton Beam Requirements [2]
Beam Extinction Requirement for Mu2e [3]
Production Target Requirements [4]
Extinction Monitor Requirements [5]
Requirements for the Mu2e Production Solenoid Heat and Radiation Shield [6]
Mu2e Proton Beam Absorber Requirements [7]
Protection Collimator Requirements [8].

The Beam Extinction and Extinction Monitoring requirements are described in sections 4.9 and 4.10 of this chapter. The Production Target, Heat and Radiation Shield, Proton Beam Absorber, and Protection Collimator requirements are handled in the Target Station section (section 4.11). The Mu2e Proton Beam Requirements will be described here.


[bookmark: _Ref374081676]Table 4.2 Accelerator Upgrades required for the Mu2e Experiment
	Accelerator Upgrade
	Project

	MI-8 beamline to Recycler Ring Injection
	NOA Project

	Recycler Ring 2.5 MHz RF system
	Recycler RF AIP[footnoteRef:3] [3:  An AIP is an Accelerator Improvement Project] 


	Delivery Ring 2.4 MHz RF Cavities
	Recycler RF AIP

	Single bunch extraction from Recycler Ring
	Beam Transport AIP

	Beamline aperture upgrades
	Beam Transport AIP

	AP1, AP2, AP3 to M1, M2, M3 conversion
	Beam Transport AIP

	Beam transport instrumentation & infrastructure
	Beam Transport AIP

	Beam transport controls
	Delivery Ring AIP

	Delivery Ring Injection
	Delivery Ring AIP

	Delivery Ring Abort
	Delivery Ring AIP

	Delivery Ring infrastructure
	Delivery Ring AIP

	Delivery Ring Controls and Instrumentation
	Delivery Ring AIP

	D30 straight section reconfiguration
	g-2 Project

	Delivery Ring Extraction (except ESS)
	g-2 Project

	Extraction line (M4) to M5 split
	g-2 Project

	M4 beamline enclosure
	MC Beamline Enclosure GPP[footnoteRef:4] [4:  A GPP is a General Plant Project] 




The Mu2e experiment requires a total of approximately 3.6  1020 protons delivered to the production target over the course of a 3 to 4 year run. The proton beam consists of a train of narrow pulses that must be separated by an interval that is longer than the lifetime of a − captured in the Aluminum stopping target (864 nsec). Furthermore, the proton beam must be extinguished between these pulses such that the ratio of out-of-time beam to in-time beam is less than 10-10. The narrow pulse and extinction level requirements are necessary for the reduction of prompt background events to an acceptable level. The Mu2e Proton Beam Requirements are summarized in Table 4.3. These requirements are illustrated pictorially in Figure 4.1.
[bookmark: _Ref319070050][bookmark: _Toc319136735]Mu2e Operating Scenario
The proton beam will require considerable manipulation to produce the longitudinal structure required by the Mu2e experiment. These manipulations are performed in the Recycler and the Delivery storage rings and in the beamline that connects the Delivery Ring to the target. Figure 4.2 shows the layout of the Fermilab accelerator systems used to accomplish the Mu2e beam manipulations (see also Figure 4.6).
[bookmark: _Ref193172069][bookmark: _Toc319136876][bookmark: _Ref373936067]Table 4.3. Summary of the Mu2e Proton Beam Requirements
	Parameter
	Design Value
	Requirement
	Unit

	Total protons on target
	3.61020
	3.61020
	protons

	Time between beam pulses[footnoteRef:5] [5:  This is the Delivery Ring revolution period.] 

	1695
	>864
	nsec

	Maximum variation in pulse separation
	< 1
	10
	nsec

	Spill duration
	54
	>20
	msec

	Beamline Transmission Window
	230
	250
	nsec

	Transmission Window Jitter (rms)
	5
	<10
	nsec

	Out-of-time extinction factor
	10-10
	 10-10
	

	Average proton intensity per pulse
	3.1107
	< 5.0107
	protons/pulse

	Maximum Pulse to Pulse intensity variation
	50
	50
	%

	[bookmark: _Ref289238872]Minimum Target rms spot size[footnoteRef:6]  [6:  Assumes a round beam] 

	1
	0.5
	mm

	Maximum Target rms spot size6
	1
	1.5
	mm

	Target rms beam divergence
	0.5
	< 4.0
	mrad


[bookmark: _Ref284851540]
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[bookmark: _Ref374023602]Figure 4.1. Longitudinal structure of the proton beam delivered to the Mu2e production target. The green shapes show the time profile of a beam pulse. The extinction and beam pulse intensity requirements are illustrated.
Protons designated for Mu2e are acquired from the Booster synchrotron by utilizing the unused portions of the Main Injector timeline during slip-stacking operations for NOA (see Figure 4.3). Booster protons containing 81 batches of 53 MHz bunches, are extracted into the MI-8 beamline and injected into the Recycler Ring. As each batch circulates in the Recycler Ring it is re-bunched with a 2.5 MHz RF system [9] to form four bunches with the bunch characteristics required by the Mu2e experiment (see Section 4.7). After the 2.5 MHz bunch formation, the beam is extracted from the Recycler, one bunch at a time, and transported to the Delivery Ring. The beam is then resonantly extracted into the M4 beamline where it is transported to the Mu2e production target (see Sections 4.6 and 4.8). After the resonant extraction sequence is complete, a cleanup abort kicker is fired to remove any remaining beam.

[image: ]
[bookmark: _Ref193171930][bookmark: _Toc319136795]Figure 4.2. The components of the Fermilab accelerator complex used to acquire protons for the Mu2e experiment. The proton beam path from Booster to Recycler is shown in yellow. The beam path in the Recycler is in red. The beam path from Recycler to Delivery Ring is in blue, and the beam path from Delivery Ring to Mu2e target is in green.
The Delivery Ring to Mu2e target external beamline (called the M4 beamline) is a new facility that transports the proton beam to the Mu2e production target (Section 4.8). The M4 beamline contains a beam extinction insert that removes out-of-time beam to the required level (Section 4.9). Upon arrival at the production target, the beam interacts with a tungsten target inside the shielded super-conducting Production Solenoid (Section 4.11).  The resulting pions decay, producing the muons that will ultimately constitute the muon beam for the experiment. 
[bookmark: _Toc319136736][bookmark: _Ref374181732][bookmark: _Ref375036730]Macro Time Structure of the Proton Beam
The Mu2e experiment must share the Recycler Ring with the NOA experiment, which uses the Recycler for proton slip-stacking. This sharing is accomplished by performing the required Mu2e beam manipulations in the Recycler prior to the injection of the first proton batch designated for NOA. There are a total of twenty possible proton batch injections into the Recycler Ring from the Booster within each Main Injector cycle. These proton injections will occur at a maximum rate of 15 Hz (one batch every 67 msec)[footnoteRef:7]. Of the twenty available proton batches, NOA requires twelve batches for slip-stacking. That leaves eight injection ticks (533 msec) for Mu2e to acquire its beam and complete the 2.5 MHz bunch formation process (see Figure 4.3). [7:  This statement assumes the successful implementation of the Proton Improvement Plan (PIP).] 


[image: ]
[bookmark: _Ref318291580][bookmark: _Toc319136796]Figure 4.3. The accelerator timeline is shared between Mu2e and NOA.  The blue and red bars represent Mu2e and NOA proton batch injections respectively. Mu2e beam manipulations in the Recycler Ring occur in the first eight 15 Hz ticks[footnoteRef:8]. NOA proton batches are slip-stacked during the remaining twelve 15 Hz ticks.  The total length of a cycle is 20 ticks = 1.333 sec. [8:  One Booster tick = 1/15 sec = 66.7 msec.] 

Figure 4.4 shows the utilization of the Mu2e portion of the Main Injector cycle. Two proton batches are injected into the Recycler, one at the beginning of the cycle and one four Booster cycles (ticks) later. Each batch occupies one seventh of the circumference of the Recycler Ring. After each injection, the beam circulates for 90 msec while the 2.5 MHz bunch formation RF sequence is performed. This RF manipulation coalesces the proton batch into four 2.5 MHz bunches. These bunches are transferred, one bunch at a time, to the Delivery Ring where the beam is slow-spilled to the experiment. Table 4.4 gives the parameters of the spill.

[image: ]
[bookmark: _Ref374026786]Figure 4.4. This figure shows the first eight Booster ticks of a Main Injector cycle. The top graph shows the Recycler Ring beam intensity as a function of time. The bottom plot shows the Delivery Ring beam intensity as a function of time. Proton batches are injected into the Recycler at the beginning of the cycle and again at the fourth tick.  After each injection, the beam is bunched with 2.5 MHz RF and is synchronously transferred to the Delivery Ring one bunch at a time. The beam is then resonantly extracted from the Delivery Ring over a period of 54 msec.
[bookmark: _Toc319136737]Accelerator Parameters
Table 4.5 gives a list of accelerator parameters pertinent to the Mu2e accelerator configuration. Unless otherwise stated, these values are used in the calculations and simulations described in this chapter.
Beam Physics Issues
The beam intensities anticipated for Mu2e operation far exceed the intensities seen in the Antiproton Source during Collider running. Thus, intensity dependent effects must be given careful consideration. We discuss separately the impact of high intensity on the transverse and longitudinal degrees of freedom. Transverse effects predominantly manifest themselves in beam self-defocusing, which causes incoherent shifts in the betatron tunes of the circulating particles. In the longitudinal degree of freedom, we consider the synchrotron tune shift and space charge induced beam self-impedance. Longitudinal beam dynamics may cause collective beam instabilities in both longitudinal and transverse directions when certain intensity thresholds are exceeded.

[bookmark: _Ref374089564]Table 4.4. Delivery Ring Spill Parameters
	Parameter
	Value
	Units

	MI Cycle time
	1.333
	sec

	Number of spills per MI cycle
	8
	

	Number of protons per micro-pulse
	3.1×107
	protons

	Maximum Delivery Ring Beam Intensity
	1.0×1012
	protons

	Instantaneous spill rate
	18.5×1012
	protons/sec

	Average spill rate
	6.0×1012
	protons/sec

	Duty Factor (Total Spill Time ÷ MI Cycle Length)
	32
	%

	Duration of each spill
	54
	msec

	Spill On Time per MI cycle
	497
	msec

	Spill Off Time per MI cycle
	836
	msec

	Time Gap between 1st set of 4 and 2nd set of 4 spills
	36
	msec

	Time Gap between spills
	5
	msec

	Pulse-to-pulse intensity variation[footnoteRef:9] [9:  The pulse intensity is expected to be approximately uniform on short time scales (< 1 msec).  The time scale of the variation in pulse intensity is expected to be of order a few msec.  ] 

	50
	%



[bookmark: _Ref288477264][bookmark: _Toc319136740]Space Charge
At Mu2e beam intensities the self-defocusing space charge field of the circulating beam is not small in comparison to the external focusing field of the lattice quadrupole magnets.  Space charge defocusing shifts the betatron tune downward relative to the bare lattice tune. Furthermore, the amount of tune shift depends on the betatron amplitude of a circulating particle. Small amplitude particles near the core of the beam charge distribution are subject to the largest tune shifts while large amplitude particles in the tails of the beam distribution undergo the smallest tune shifts. Thus, an intense beam containing a strong core of particles with small betatron amplitudes will present a wide distribution of tune shifts.




[bookmark: _Ref374096879]
[bookmark: _Ref262579036]Table 4.5. Accelerator Parameters for Mu2e operations.
	Parameter
	Value
	Units

	Booster

	Beam Energy
	8.9
	GeV

	Intensity per batch
	41012
	protons

	53 MHz Bunches per batch
	81
	

	Repetition rate
	15
	Hz

	Average Repetition rate for Mu2e Beam
	1.5
	Hz

	Transverse emittance
	15
	mm-mrad

	Longitudinal emittance per 53 MHz bunch
	0.12
	eV-sec

	Recycler Ring

	Maximum Beam Intensity (for Mu2e)
	41012
	protons

	Revolution Frequency
	89.824
	kHz

	
	-0.00876
	

	2.5 MHz Re-bunch time
	90
	msec

	2.5 MHz bunches/batch
	4
	

	Average Mu2e beam power
	7.69
	kW

	Transverse emittance
	16
	mm-mrad

	Delivery Ring

	Maximum Intensity
	11012
	protons

	Revolution Frequency (central orbit) 
	590018
	Hz

	
	0.00607
	

	Orbit Length (central orbit) 
	505.294
	m

	Average Injection Frequency
	6.0
	Hz

	Peak Injection Frequency
	17.0
	Hz

	x
	9.650
	

	y
	9.735
	

	Average x
	9.5
	m

	Average y
	9.5
	m

	Horizontal Admittance
	35
	mm-mrad

	Vertical Admittance
	35
	mm-mrad

	Peak Laslett space charge tune shift
	0.0097
	

	Peak Space charge tune shift from tracking simulations
	0.0070
	

	Bunch Length (rms)
	35
	nsec

	Synchrotron tune
	5.910-5
	

	Transverse emittance
	16
	mm-mrad

	Maximum Extracted Beam Power
	7.69
	kW


The overall effect of space charge is the creation of a tune spread that extends from the bare lattice tune downward by an amount that depends on beam intensity and particle amplitude. The overall extent of the tune distribution is equal to the tune spread of the low amplitude particles at the core of the beam. This maximum tune shift can be estimated using the Laslett formula [10]:

[bookmark: _Ref374093286][bookmark: ZEqnNum262923]		

where rp is the classical proton radius, Ntot is the total number of particles, LR is the orbit length, Lb is the effective bunch length, and εN is the normalized horizontal emittance.

Equation  assumes that the beam is round and that particle amplitudes are dominated by their betatron oscillations. The precise nature of the space charge tune shift must be obtained from the more accurate integration around the ring inherent in tracking simulations. Tracking simulations will also properly account for the effects of beam broadening in the high dispersion regions of the lattice.

Substituting the Delivery Ring parameter values from Table 4.5 into Equation  yields a Laslett tune shift for the Delivery Ring of x = 0.0097. The Delivery Ring tune footprint from an ORBIT tracking simulation [11] is shown in Figure 4.5. The smaller tune shift shown in the tracking simulation (~0.007) is a consequence of the large energy spread of the beam after bunch formation. The beam spreads transversely in the arcs reducing the defocusing field felt by each particle. Since the arcs constitute a relatively large part of the Delivery Ring circumference, the effect is significant.

The increased tune footprint of the beam due to space charge constrains the choice of the operating point such that the entire tune footprint must lie to the right of the 2x + y = 29 resonance line. The tune footprint also must be in the vicinity, but to the left of, the 3x = 29 line, which is the line used for resonant extraction. The greatest impact of space charge induced effects is on resonant extraction. This is discussed further in Section 4.6.
[bookmark: _Toc319136741]Coherent instabilities
Transverse stability in the Delivery Ring for Mu2e operating conditions is studied in References [12][footnoteRef:10] and [13]. Reference [13] also treats longitudinal stability and accounts for space charge effects. The conclusion of these studies is that the Delivery Ring is longitudinally and transversely stable for Mu2e beam conditions. [10:  The analysis of reference [12] does not include the effects of space charge.] 
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[bookmark: _Ref374097762]Figure 4.5. Delivery Ring tune footprint from an ORBIT [11] simulation for a beam intensity of 11012 protons. The black box in the upper right of the plot indicates the bare lattice tunes. The thick red lines are 3rd order resonance lines; the dashed green lines are 6th order resonance lines; and the orange dot-dashed lines are 7th order resonance lines. The resonance line used for third integer extraction is the 3x = 29 line at the right of the plot.
Betatron tune shifts due to space charge play a significant role in the treatment of the transverse stability. The space charge tune shift in the Delivery Ring significantly exceeds the synchrotron tune. In this case, for zero chromaticity, a bunch is stable up to the transverse mode coupling instability (TMCI) threshold [13], [14]. In Reference [14] it is shown that the TMCI threshold for a Gaussian bunch of rms length τb in a round chamber with conductivity σ and radius b occurs at[footnoteRef:11] [11:  Figure 4 of Reference [14] shows that for the modes are uncoupled and therefore below the onset of TMCI.] 


[bookmark: _Ref164417078][bookmark: ZEqnNum807127]		

where Nb is the number of protons in the bunch, βx is the average Delivery Ring beta-function, Qsc is the space charge tune spread, occ is the dipole occupancy (~25%), Qs is the synchrotron tune, and σ = 1.31016 sec-1. The main contribution to the impedance comes from the fraction of the circumference occupied by the dipoles where the vertical aperture is b = 2.6 cm (the remaining 75% of the ring is a round chamber with a 6.4 cm radius). These Delivery Ring parameters yield K ≈ 4. This value is significantly smaller than the threshold value of Equation . Thus, under Mu2e operating conditions, the beam should be well below the TMCI threshold.

If the chromaticity is not zero, weak head-tail instability may be possible. The maximum growth rate of the weak head-tail instability is given in Reference [14]:

		

This yields ΓT0Nt ~ 0.1 for a spill duration of 54 msec (Nt = 3.2104 turns). Thus the weak head-tail instability should not be an issue. In the unlikely event that head-tail is an issue, the insertion of a small amount of chromaticity should be sufficient to damp this instability.
[bookmark: _Toc319136742]Other Intensity Dependent Effects
The bunched beam should not be affected by space charge or resistive wall longitudinal impedances. The space charge synchrotron tune shift is estimated to be as small as ~1% of the synchrotron tune, while the space charge resistive wall tune shift is even smaller.

The electron cloud instability should not be a big concern, since each bunch is short compared to the zero-current time for any visible cloud to be built [13].

An analysis of intra-beam scattering shows that it is too slow to be seen, given the relatively short time the beam circulates in the Delivery Ring [15].
[bookmark: _Ref373933106]Accelerator Instrumentation
[bookmark: _Toc372800636][bookmark: _Toc372813221][bookmark: _Toc373759599]Instrumentation Requirements
Mu2e Instrumentation can be divided into four categories. 
· Beam Line:  This includes all instrumentation used to measure single-pass primary proton beam in the beam lines between the Recycler and Delivery Ring.
· Delivery Ring:  This includes all instrumentation used to measure circulating beam in the Delivery Ring. 
· Abort Line:  This includes all instrumentation used to measure the beam in the Delivery Ring abort line.
· External Beam Line:  This includes all instrumentation used to measure the slow spill beam in the M4 line.
The requirements of the accelerator instrumentation are to measure the beam intensities, positions, profiles and losses in all four of the above categories. Table 4.6 summarizes the beam condition requirements for each category. The layout of the Muon Campus beam lines is shown in Figure 4.6.

[bookmark: _Ref374105847]Table 4.6. Beam requirements for Accelerator Instrumentation.
	
	Beam Lines
	Delivery Ring
	Abort Line
	External beam Line

	Beam Line Names
	P1 Stub, P1, P2, M1, and M3
	Delivery Ring
	Abort Line
	M4

	Particles
	Protons
	Protons
	Protons
	Protons

	Momentum (GeV/c)
	8.88626
	8.88626
	8.88626
	8.88626

	# of Particles
	1×1012
	1×1012 (spill start) to 2×1010 (spill end) over 54 msec
	2×1010 at the end of every spill or up to 1×1012 when beam permit is pulled.
	Slices of 3×107 every 1.695 sec totaling 1×1012 over the 54 msec slow spill cycle.

	Bunch Length (FW)
	250  nsec
	250  nsec
	250  nsec
	250  nsec

	Transverse Emittance (mm-mrad)
	15π
	16π
	30π
	30π

	Beam Line Length
	~975 m
	505 m
	72 m
	244 m
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[bookmark: _Ref262579886]Figure 4.6. Muon Campus beam lines.

The accelerator instrumentation required for the operation of Mu2e is funded by the Beam Line AIP, the Delivery Ring AIP and the Mu2e project. Table 4.7 outlines the funding source for each type of instrumentation. 

[bookmark: _Ref374105941]Table 4.7. The funding for the accelerator instrumentation required for Mu2e operations comes from multiple sources. This table identifies the funding source for each type of instrumentation.
	Category
	Instrumentation Type
	Funding Source

	Beam Line
	Toroid
	Beam Line AIP

	
	Beam Position Monitor
	Beam Line AIP

	
	Beam Loss Monitors
	Beam Line AIP

	
	Profile Monitors
	Beam Line AIP

	Delivery Ring
	DCCT[footnoteRef:12] [12:  DCCT = DC Current Transformer (see Section 4.3.2.1.1)] 

	Mu2e Project

	
	Beam Position Monitor
	Delivery Ring AIP

	
	Beam Loss Monitor
	Delivery Ring AIP

	
	Tune Measurement System
	Mu2e Project

	Abort Line
	Toroid/Ion Chamber
	Mu2e Project

	
	Profile Monitor
	Mu2e Project

	
	Beam Loss Monitors
	Delivery Ring AIP

	External Beam Line
	Ion Chamber
	Mu2e Project

	
	Profile Monitor
	Mu2e Project

	
	Beam Loss Monitor
	Mu2e Project



[bookmark: _Toc372800637][bookmark: _Toc372813222][bookmark: _Toc373759600]Instrumentation Technical Design
[bookmark: _Toc302030927][bookmark: _Toc372800638][bookmark: _Toc372813223][bookmark: _Toc373759601]Beam Line Instrumentation
Single-pass primary proton beam will traverse the P1 stub[footnoteRef:13], and the P1, P2, M1, and M3 beamlines. Much of the instrumentation needed to measure the primary proton beam during Mu2e operation already exists but must be modified for use with the faster cycle times and 2.5 MHz RF beam structure [32] [33].  The overall beam intensity is similar to that seen in Pbar stacking operations, and in many cases requires that only small calibration changes be made to the instrumentation. Toroids will be used to monitor beam intensity and will be used in conjunction with Beam Loss Monitors (BLMs) to maintain good transmission efficiency in the beam lines. Multiwires and Secondary Emission Monitors (SEMs) will provide beam profiles in both transverse planes. Beam Position Monitors (BPMs) will provide real-time orbit information and will be used by auto-steering software to maintain desired beam positions in the beam lines. [13:  The P1 stub is the short line that connects the Recycler Ring to the P1 beamline.] 

[bookmark: _Toc372800639][bookmark: _Toc372813224][bookmark: _Toc373759602][bookmark: _Ref272694121]Beamline Toroids
Toroids are beam transformers that produce a signal that is proportional to the beam intensity.  There are two toroids in the P1 line, one in the P2 line, two in the M1 line and one in the M3 line. With the exception of 2 toroids in the M2 line, all the transformers are 3100 models from Pearson Electronics. These toroids have a 3.5” inner diameter, 1 V/A sensitivity in high impedance, and a 0.04%/sec droop rate. The exceptions in the M2 line are a custom 7737 model from Pearson Electronics. Having 1 V/A sensitivity and a 10.75” inner diameter, these toroids are a special version of the 1010 model from Pearson Electronics. They will continue to be used in Mu2e operation to measure the primary proton beam.  

A block diagram of a toroid system is shown in Figure 4.7. The electronics for these toroids are comprised of legacy analog processing inside of NIM crates. Filters, chokes, and preamps will be added for analog conditioning. Electronics will be modified, where necessary, to calibrate the toroids for Mu2e operations [18]. 
[image: ]
[bookmark: _Ref375120992][bookmark: _Toc372800640][bookmark: _Toc372813225]Figure 4.7. Simplified Toroid system block diagram (not to scale) [18].
[bookmark: _Toc373759603]Beamline BPMs
Beam line BPMs provide single pass orbit position information with sub-millimeter resolution, and will continue to be the primary beam position devices in the P1, P2, M1 and M3 lines.  All BPMs share the Echotek style of electronics that were built as part of the Rapid Transfers Run II upgrade [17], and is the current standard for beam line BPMs.  A functional diagram of the BPM hardware is shown in Figure 4.8. These BPMs were designed to detect 7 to 84 consecutive 53 MHz proton bunches and four 2.5 MHz antiproton bunches for Collider Run II operations. Minimal electronics modifications will be required to measure the single 2.5 MHz bunches of 1×1012 particles expected during Mu2e operations [19]. Two additional BPMs will be installed in the P1 stub.

[image: ]
[bookmark: _Ref374106224]Figure 4.8. BPMs with Echotek processing electronics will be used to measure the transverse beam position of the 2.5 MHz primary proton beam in the P1, P2, M1 and M3 lines for Mu2e operations [17].
[bookmark: _Toc372800641][bookmark: _Toc372813226][bookmark: _Toc373759604]Beamline BLMs
BLMs are already in place in the P1, P2, M1 and M3 beam lines. Existing ion chamber detectors will be utilized for Mu2e operation.  BLMs will be upgraded to modern BLM log monitor electronics, repurposing unused components from the Tevatron to minimize cost.  Two additional BLMs will be installed in the P1 stub [20].
[bookmark: _Toc372800642][bookmark: _Toc372813227][bookmark: _Toc373759605]Beamline Profile Monitors
There are two types of beam profile monitors in the beam lines, multiwires in the P1 and P2 lines, and SEMs in the other beam lines. The profile monitors will primarily be used for commissioning, studies, and documentation of the beam lines. General maintenance will be performed on the hardware and electronics to ensure proper functionality. The current location and wire spacing of the monitors will be reviewed and modified accordingly.  Two additional multiwires will be installed in the P1 stub [21].
[bookmark: _Toc372800643][bookmark: _Toc372813228][bookmark: _Toc373759606]Delivery Ring Instrumentation
Primary proton beam will circulate in the Delivery Ring as it is slow spilled to the M4 line over a period of 54 msec. Like with the beam transport lines, most of the instrumentation needed for operation of the Mu2e Delivery Ring already exists but must be modified or upgraded to accommodate the faster cycle times.  The existing DC current transformer (DCCT) will be used to monitor beam intensity through the slow spill cycle.  Beam position monitors (BPMs) and beam loss monitors (BLMs) will be used to monitor the positions and losses in the line. Both systems will need significant hardware and electronics modifications to work under Mu2e operational conditions; however, much of the needed equipment can be repurposed from the collider. To regulate and optimize the Delivery Ring resonant extraction process a Delivery Ring tune measurement scheme will be required.  Schottky Detector hardware and electronics will be recycled from the Tevatron to construct this system.
[bookmark: _Toc372800644][bookmark: _Toc372813229][bookmark: _Toc373759607]Delivery Ring Beam Intensity Monitors (DCCT)
A DCCT is a device used to measure the quantity of circulating beam with high precision. D:BEAM[footnoteRef:14] will become the beam intensity read back for the Delivery Ring. The Accumulator DCCT becomes a spare [18] [22] [35].  [14:  D:BEAM is the accelerator control system designation of a particular readout of the Delivery Ring DCCT. The “D” refers to the Delivery Ring. There can be several control system parameters associated with a single instrument. For example, D:BEAM and D:BEAMB are different readouts of the Delivery Ring DCCT.] 


Both systems have a full-scale range of 400 mA (400×1010 protons). Measurements have shown nonlinear errors approaching ~2% for DC currents greater than 200 mA. To improve linearity, the calibration procedure will rely on a least squares fit between 0‑200 mA. The system has an accuracy of one part in 105 over the range of 1×1010 to 2×1012 particles with a noise floor of 2×109 (see Figure 4.9).

The Delivery Ring DCCT will not require any specific changes to the physical detector, but will need its analog conditioning and VME electronics modified for Mu2e operation. 

Figure 4.10 is a block diagram of the DCCT system. The pickups consist of two sets of supermalloy tape-wound toroidal cores with laminations. The laminations act to reduce eddy currents. The beam passes through the center of the toroidal core and acts as a single turn on both toroid sets. The beam sensing electronics are attached to wire windings on each of the toroid sets. One set of cores (T1 & T2) is driven into saturation with an 800 Hz sinusoidal drive signal. The passing beam induces a net magnetic flux on this set of cores, and a second harmonic of the drive signal is detected in the sense winding. The electronics processes this signal and produces an equal and opposite current that minimizes the harmonic and thus keeps the net toroid flux at zero. The second set of cores (T3) is not driven into saturation and follows classical transformer theory. This signal is detected and processed by the electronics to extend the bandwidth of the entire system. The combination of the resulting signal from processing each sense winding produces the complete feedback signal.  
[image: ]
[bookmark: _Ref375121518]Figure 4.9. Resulting errors in Debuncher (left) and Accumulator (right) DCCT signals when fitting calibration data to provide minimal errors for intensities below 200 mA.  In both plots the x-axis is the beam intensity in units of 1×1010 particles, and the y-axis is the expected error between measured and actual beam intensity in units of 1×1010 particles.  The Debuncher DCCT has an error value less than 2×109 for all beam intensity values less than 150×1010 particles.  The Accumulator DCCT has an error value less than 5×109 over the same range.
[image: ]
[bookmark: _Ref375121737]Figure 4.10. Functional block diagrams of DCCT operation. 
As shown in Figure 4.11, the receiver chassis provides three different sets of analog outputs. Each output has a different voltage range and bandwidth, based on modifications in the receiver electronics. To best measure both the injected and leftover Delivery Ring beam, the following configurations were chosen:

· 1 Hz bandwidth with 40 mA/V scale. This output is routed to a Keithley digital voltmeter (DVM) located in a rack in the AP10 control room.  The Keithley DVM is a GPIB device that communicates with the control system through the AP1001 front end, resulting in the D:IBEAM read back that updates once per second with a scale in the mA particle range. Due to the slow 1 Hz sample rate, D:IBEAM is not useful to measure Mu2e slow extracted beam, but will be used for circulating beam studies, diagnostic studies, or calibrations. Maintaining this device also will provide backward compatibility to other intensity algorithms running on AP1001.
· 400 Hz bandwidth with 40 mA/V scale. This output will simultaneously provide two read back devices in the control system. One device, D:IBEAMB, is processed through an MADC, using the standard CAMAC 190 card communicating through the Pbar CAMAC front end. At a 720 Hz update rate, this 12 bit read back effectively provides 40 samples of beam intensity measurements in the mA particle range over the 54 msec spill. Although this device would allow us to measure both the injected beam and the beam as it evolves through the slow spill cycle, D:IBEAMB is primarily intended for diagnostic purposes. In addition, this output will provide a second device, D:BEAM. Its output is sampled by a VME front end after it is conditioned thru a buffer amplifier (see the later description of PBEAM). D:BEAM is intended to be the primary measurement of the injected beam and the beam through the slow spill cycle. 
400 Hz bandwidth with 5 mA/V scale. This output, D:IBEAMV will drive a buffer amplifier, whose output is sampled by a VME front end (see the later description of PBEAM).  This intensity read back, in the A range, will provide the best measurement of the leftover beam in the Delivery Ring after the slow spill has finished.

The DCCT noise levels are essentially the same in these outputs. The noise of the Debuncher DCCT is about 1.4 A rms for both the 5 and 40 mA/V outputs (square root of the sum of the squares from 1 to 58 Hz).  The Accumulator DCCT measures 2.2 A rms. A plot of typical Debuncher DCCT noise levels is shown in Figure 4.12.

PBEAM is a VME front end located in AP10. The front end includes a five-slot VME crate with a Motorola MVME-2401 controller.  An ICS-110BL-8B provides 4 differential 24-bit ADC channels delivering 18 bits of accuracy. The complete specifications of the PBEAM DCCT front end are given in Table 4.8. A PMC-UCD provides TCLK[footnoteRef:15] and allows ACNET channels that track beam intensity.  (MDAT can also be supported if desired.) Originally, it was instrumented such that a single input to the digitizer originated from each of the pbar DCCT systems (i.e. one for Debuncher and another for Accumulator).  [15:  TCLK refers to the 10 MHz Tevatron Clock system] 


[image: ]
[bookmark: _Ref374529623]Figure 4.11. Delivery Ring DCCT system block diagram. The former Accumulator DCCT pickup, drive amplifier chassis, and receiver chassis will serve as a spare. It will be modified to be identical. 
[image: z_ibmv16]
[bookmark: _Ref375122140]Figure 4.12. DCCT noise levels. Plot shows DCCT output in A versus time for 30 min.
Since the Accumulator now becomes a spare system, the VME front end will be modified so that both inputs to the digitizer will be from one DCCT system (i.e. the Delivery Ring DCCT system). One channel will be fed from the 40 mA/V receiver chassis output, while the other will be fed from the 5 mA/V output. A conditioning amplifier will be used for filtering and to provide differential inputs to the ADC. The Delivery Ring signals will be filtered, amplified and driven differentially to the ADC about 50 feet away, located above the Accumulator DCCT. The digitizer oversamples the 400 Hz DCCT outputs at 720 Hz and can provide read backs with a resolution on the order of a sliding average of twelve 720 Hz samples. Digital signal processing will allow the measurement of the injected beam and beam through the slow spill cycle as well as the measurement of the leftover beam after slow spill has finished. The proposed digitizer has the dynamic range to measure the full 400 mA range while providing ½ A rms resolution. Processing the signals digitally will also improve accuracy. The DCCT’s provide between 1 and 2 A rms provided the 60 Hz harmonics are removed.

PBEAM was designed to provide stable read back that is fast enough to sample Delivery Ring beam at various times during the slow spill cycle. D:BEAM is the Delivery Ring Beam Current or main intensity device and is used to derive other arrayed data.  PBEAM also provides two other sets of devices that record beam measurements. Fixed-event devices will be labeled as D: BEAMXX, where XX is the TCLK reset event. Variable-triggered-event devices will be labeled as D:BEAMx. Each element will have a settable TCLK event and delay, measured in seconds. The TCLK event is set via the “Timer Reference” selection on an accelerator console parameter page. The delay is the D/A setting and the intensity read back is the A/D reading.
[bookmark: _Toc372800645][bookmark: _Toc372813230][bookmark: _Toc373759608]Delivery Ring Beam Position Monitors (BPM)
The primary system used to measure the beam orbit in the storage rings will be a set of beam position monitors (BPM) distributed along the rings. The existing split-plate BPM pick-ups are suitable for Mu2e operation and will not require modifications.

The BPM read-out hardware is based on an analog differential receiver-filter module for analog signal conditioning, and a digital signal processing system, reusing the Echotek 8-channel 80MSPS digital down-converter and other VME hardware from the Recycler BPMs. This system provides beam position and intensity measurements with a dynamic range of 55 dB and an orbit measurement resolution of 10 m. The position measurements can be performed on 2.5 MHz bunched beam, as well as on a 53 MHz bunched Booster batch. Data buffers are maintained for each of the acquisition events and support flash, closed orbit and turn-by-turn measurements. A calibration system provides automatic gain correction of the BPM signal path. The software will need to be modified to handle specific events and data acquisition for Mu2e operation [23].
[bookmark: _Ref375124161]Table 4.8. ICS-110B Motherboard Specifications for PBEAM DCCT front end.
	DCCICS-110 Mother Board Specifications for DCCT

	No. of Diff. Analog Inputs
	4,8,16 or 32

	Input Impedance
	10 k

	Full Scale Input
	2 V pp differential

	Max. Input Signal BW
	40 kHz

	Input Sample Rate
	128 X Output Rate for BW < 22 kHz

	
	  64 X Output Rate for BW > 22 kHz

	Output Rate (Effective Sample Rate)
	Max. 100 kHz/channel

	
	Min.      2 kHz/channel

	Internal Sample Clock
	Programmable in steps of 20 Hz

	Dynamic Range
	>110 dB in 128 X oversampling mode

	
	>105 dB in 64 X oversampling mode

	Total Harmonic Distortion
	<-105 dB

	Crosstalk
	<-105 dB

	On Board Storage
	64 K Words

	Output Word Length
	32 bits packed for 2 channels or 24 bits for 1 channel on both VME and VSB
24 bits only on FPDP

	VMEBus Interface
	A32/24/16 D32 BLT Slave
Vectored Interrupts

	VSBBus Interface
	A32 D32 BLT Slave
Polled Interrupts

	FPDP Interface
	Refer to ICS Input Technical Note #15
Programmable Word Rate up to 20Mwords/s

	Power
	6.0 Amps @ + 5V

	
	0.42 Amps @ + 12V

	
	0.25 Amps @ - 12V

	Operating Temp
	0 to +50°C

	Storage Temp
	-40 to +85°C

	Humidity
	95% Rel. Humidity, non-condensing

	Board Size
	6U VMEbus Standard


[bookmark: _Toc372800646][bookmark: _Toc372813231][bookmark: _Toc373759609]
Delivery Ring Beam Loss Monitors  
The beam loss monitors (BLMs) are used to locate and measure beam losses in the storage rings. Although there is already a BLM system in place in the Delivery Ring, it will require significant upgrades for Mu2e operation. The existing photomultiplier tubes will be too sensitive for the expected Mu2e radiation environment, so they will be replaced by ion chambers repurposed from the Tevatron. The electronics have to be re-designed to accommodate the fast cycle time planned for Mu2e. The system will provide a sample-and-hold acquisition technology on individual beam pulses [20]. 
[bookmark: _Toc372800647][bookmark: _Toc372813232][bookmark: _Toc373759610]Delivery Ring Tune Measurement  
The Delivery Ring is a resonant extraction machine that will require a tune measurement system [36]. The delivery ring tune measurement system will need to measure the average tune and the tune spectrum through the entire 54 msec resonant extraction cycle. These tune measurements will have a resolution of 0.001 at 600 Hz and 0.0001 using averaging. In addition to measuring the tune, the system will measure transverse emittance using information from the tune spectrum.

The delivery ring tune measurements will consist of two parts, (1) a Schottky detector system and (2) a direct diode detection base-band Q (3D BBQ) measurement. Both systems have the advantage of being non-destructive to the beam. While the Schottky system has the additional advantage that it can measure transverse emittance, it has the challenge of achieving the desired accuracy at an adequately fast update rate. Averaging of the 3D BBQ system will alleviate this problem.

The Schottky detector system consists of 21.4 MHz resonant pickups taken from the decommissioned Tevatron as well as its receiver electronics [28]. The 21.4 MHz resonant pickups are two separate horizontal and vertical units with one meter long copper electrodes with a stepper motor driven adjustable aperture. Figure 4.13 shows the vertical pickup unit with attached 21.4 MHz resonator. The Schottky system will measure the tune spectrum and transverse emittance.

The second tune measurement system is based on the technique of direct diode detection base-band Q [29]. Previous 3D BBQ systems have reached a sensitivity allowing observation of beam betatron oscillations with amplitudes below one micron [30]. Since the 3D BBQ electronics are relatively cheap, the delivery ring tune system will utilize one or more BPMs as signal pickups, thus allowing for tune averaging to improve the tune resolution with an adequately fast update rate. Figure 4.16 shows a functional block diagram of a 3D BBQ system.
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[bookmark: _Ref374109160]Figure 4.13. Tevatron 21.4 MHz Schottky pickup with resonator.  Side view (left) and Beam view (right).

[image: ]
[bookmark: _Ref374109345]Figure 4.14. Setup for Schottky beam commissioning studies.
The RF Schottky diodes act as sample and hold peak detectors for each electrode signal with the subsequent filter setting the decay rate.  After applying DC suppression, only the amplitude of the turn-by-turn change in the signal remains. The resulting difference signal, which is the betatron modulation, can be further filtered and amplified to provide very high sensitivity to the betatron motion. This signal is then sampled by low rate high precision ADCs.
[bookmark: _Toc372800649][bookmark: _Toc372813234][bookmark: _Toc373759611]Abort Line Instrumentation
Leftover primary proton beam from each spill from the Delivery Ring, as well as Delivery Ring beam that remains when the beam permit goes away, will be sent to the Delivery Ring abort located in the former AP2 line. As with the beam transport lines, most of the instrumentation needed for operation of the Abort Line already exists, but needs to be modified or upgraded to accommodate the faster cycle times.  An existing Toroid and Ion Chamber will be used to monitor beam intensity in the abort line.  Beam position monitors (BPMs) and beam loss monitors (BLMs) will be used to monitor the positions and losses in the line. Much of the needed equipment can be repurposed from unused collider equipment; however both systems will require significant hardware and electronics modifications to work under Mu2e operational conditions. Beam profiles will be measured by using two existing SEMs.

[image: ]
[bookmark: _Ref374109450]Figure 4.15. Schottky Spectrum for the Delivery Ring.  Vertical tune sidebands are shown in green and horizontal tune sidebands are shown in orange.  The grey boxes indicate the ranges of available band pass filters that will be used during Schottky commissioning studies.  Additional filters will need to be acquired in order to measure the vertical and horizontal upper sidebands.
[bookmark: _Toc372800648][bookmark: _Toc372813233][image: ]
[bookmark: _Ref374109613]Figure 4.16. Functional block diagram of a direct diode detection base-band Q detector system [30].
[bookmark: _Toc372800650][bookmark: _Toc372813235][bookmark: _Toc373759612]M4 Line Instrumentation
Slow extracted proton beam from the Delivery Ring will traverse the newly constructed M4 line before arriving at the Mu2e target.  Instrumentation hardware and electronics will be recycled from other areas.  The instantaneous intensity of the slow spill beam is too small to be measured with Toroids, so retractable ion chambers will be constructed to measure the beam intensity. A Beam Loss Monitor (BLM) system, based on the hardware and electronics that exist in the P1 and P2 lines, will be implemented to help maintain good transmission efficiency in the M4 line. Secondary Emission Monitors (SEMs) and Segmented Wire Ion Chambers (SWICs) will provide beam profiles in both transverse planes.
[bookmark: _Toc372800651][bookmark: _Toc372813236][bookmark: _Toc373759613]Ion Chambers
Ion chambers will be the primary intensity measurement devices in the M4 line. A photo and engineering drawing of a Fermilab ion chamber is shown in Figure 4.17. Each ion chamber consists of three signal foils interleaved between four bias foils, each spaced 1/4” apart. The foils are sealed in an aluminum chamber 10 inches in diameter by 4.5 inches long, continuously purged with an 80% argon - 20% carbon dioxide gas mix. Protons passing through ArCO2 gas generate 96 e/ion pairs or about 1.6×10-17 charges/cm, which equals about 1.6 pC for 1.0×105 protons [21].

Three ion chambers will be installed in the M4 line and one in the Diagnostic Absorber line.  Since the ion chamber vessel contains ArCO2 gas, it must be separated from beam tube vacuum.  The ion chamber in the diagnostic absorber line will be installed in a gap in the beam line with one 0.003” titanium vacuum window on each side of the ion chamber. 
[bookmark: _Ref374109707][image: ]Figure 4.17. Fermilab Ion Chamber
The ion chambers in the M4 line will not be installed in the above described manner because the beam going through both M4 line ion chambers and vacuum windows would result in excessive coulomb scattering during high intensity operations [31].  The solution is to make the ion chamber retractable.

The gas filled ion chamber will be isolated from beam tube vacuum by packaging in an anti-vacuum box. An anti-vacuum box is a sturdy machined aluminum shell with a .003 inch thick titanium foil window mounted on each side for the beam to pass through. The anti-vacuum box allows the detector to be mounted in a beam line vacuum chamber while the ion chamber inside the box remains at atmospheric pressure. There is a vacuum tight duct attached to the box in which the gas tubing, signal and high voltage cables are routed in order to get them to atmosphere outside the vacuum chamber.

To save engineering and assembly costs, the anti-vacuum boxes will be installed inside of bayonet vacuum vessels that are being repurposed from Switchyard.  The bayonet type drive slides the ion chamber linearly into and out of the beam with a screw drive system. Bayonet drives use a 72 RPM Superior Electric Slo-Syn AC synchronous stepping motor coupled directly to the screw shaft. The detector linear drive shaft is housed in a collapsible bellows that seals it from atmosphere. Figure 4.18 shows an ion chamber assembly, the anti-vacuum box and the bayonet vacuum can.
Multiwires
Eighteen beam profile monitors will be used to measure beam profiles and positions at key locations in the M4 line. They will be used for both orbit diagnostics as well as automated orbit correction.   As a result, these devices will need to be in the beam path when measuring the beam, as well as have the ability to move in and out of the beam as needed by the automated orbit correction system. 

A Multiwire system was chosen the possible alternatives (SWICs[footnoteRef:16] or SEMs[footnoteRef:17]) because they can be left in the beam without introducing unacceptably high multiple scattering of the beam particles in the materials of the instrument. Unlike SWICs, the multiwire wire planes are installed inside of a vacuum can that is common to the beam tube vacuum.  The wires do not provide excessive mass and do not require isolating vacuum windows. The existing NuMI extraction multiwire design (shown in Figure 4.19) will be used in the M4 beamline. [16:  SWIC = Segmented Wire Ion Chamber]  [17:  SEM = Secondary Emission Monitor] 


The wire planes are under vacuum and mounted on ceramic boards that can be moved in and out of the beam with a motor drive assembly.   In addition, the ceramic boards are slotted to allow them to be moved into and out of the beam while beam is present.  To accommodate the slots, the ceramic boards must be installed in vacuum cans at 45° as shown in the left picture of Figure 4.20.
 
[bookmark: _Ref375125777]Multiwires use two planar arrays of fine diameter wires to produce a profile signal. A set of 48 signal and one or more ground wires are arrayed in the vertical and horizontal axis. The wires will be 0.002 inches in diameter tungsten with wire pitches of 0.5 mm and 1 mm, depending on the location and lattice requirements.

[bookmark: _Ref272695683][image: ]Figure 4.18. Retractable Ion Chamber: The ion chamber design has been modified to fit inside of a Proportional Wire Chamber (PWC) assembly (top left). The signal connection is at the top and the high voltage connection comes out the left side. The ion chamber is installed in an anti- vacuum box (lower left). ArCO2 gas is pumped into this chamber, and there is a vacuum window on both front and back of this module. The anti-vacuum chamber is installed inside of the bayonet can (right) which is pumped down to beam tube vacuum. The ion chamber foil can be lowered into the beam or raised out of the beam via a motor drive.
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[bookmark: _Ref272696016][image: ]Figure 4.19. Multiwire vacuum can design used for the NuMI extraction multiwires will be used in the M4 line.
[bookmark: _Ref375125988]Figure 4.20. Slotted ceramic board holds both horizontal and vertical wire planes.  The ceramic is slotted to allow it to be moved into and out of the beam path with beam present.
The ceramic frame holding the wires in place is rotated into the beam and comes to rest on a hard stop in a position perpendicular to the beam axis. Particle beams passing through the wire planes produce secondary electron emission in each of the 48 signal wires in proportion to the beam intensity. The collected charge on each wire is integrated in a Fermilab generation 3 profile monitor scanner.  The scanner communicates to the accelerator controls system via Ethernet where a local application generates an X-Y plot of charge versus wire position in each transverse plane. The resulting plot indicates the size, shape, intensity and position of the beam as shown in Figure 4.21.
[bookmark: _Ref374110002][image: ]Figure 4.21. Sample horizontal and vertical beam produced by Fermilab standard profile monitor software. 
The SWIC scanner is at the center of all beam profile monitor data acquisition electronics. The SWIC scanner collects the charge from each of the detector wires and converts the values of the charges to a set of digital numbers. The data are transferred to the Accelerator Control System and used to graph the beam profile or for other purposes.

The SWIC scanner consists of five printed circuit boards, one controller board and four analog integrator boards. It has a set of 96 integrator circuits, 48 for horizontal and 48 for vertical. The integrators collect the charge from each of the detector wires and convert it to a voltage value proportional to the total charge collected. The basic integration capacitor value for most SWIC scanners is 100 pF. This value provides the most sensitivity. Other values commonly in use are 1000 pF and 10,000 pF for integration time constants of ten or one hundred times the basic 100 pF value, for use in higher intensity beams. Longer time constants require more charge from the detector to reach the same voltage output from the integrators. Larger capacitors are used in higher intensity beams to minimize the possibility of overloading the integrators.

The integrators collect charge until they reach the end of the integration time that is set up in the plot application program by the user, or until at least one wire reaches the preset threshold voltage. At the end of the integration period the integrators are switched from sample mode to hold mode. The integrated voltages on each channel are measured one-by-one. The voltages are converted to digital values. After conversion from analog to digital the integrators are all reset to zero and the scanner is ready to take another sample.

The “next generation” SWIC scanner is an evolution of the previous design. A block diagram is shown in Figure 4.22.  The SWIC interfaces to the scanner through integrator boards (96 channels total), which are a direct carry-over.  The control board is centered on an Altera Cyclone III FPGA, which handles sequence control, ADC conversion, TCLK decoding, and timing.  Communications and data handling are performed by a Rabbit Semiconductor RCM3209 module. The Rabbit module includes the microprocessor and Ethernet interface.  New features include Ethernet communications, advanced triggering options, and background subtraction.
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[bookmark: _Ref375126166]Figure 4.22. SWIC scanner block diagram.
Preamps:
For a high intensity spill, preamps will not be required for SWICs to measure slow extracted beam with a sampling window opened up to 1/3 of the spill length.  For the less sensitive SEMs and for SWICs where a shorter fraction of the spill is desired, a preamp will be added to the profile monitor.

The new preamp is, at its core, a simple non-inverting op-amp circuit (see Figure 4.23).  The output of the SEM is modeled as a current source.  This current is converted to a voltage by running it through a resistor (R_I2V in Figure 4.23).  The op-amp amplifies this voltage (gain = 1 + RA/RB) and converts it back to a current by running it out through another resistor (R_V2I in Figure 4.23) [27]. 

There is a DC blocking capacitor at the output of the amplifier.  This is to prevent any amplifier offset voltage from washing out our signal.  This offset voltage could be reduced with a trim pot.  However, the offset will never be zero, and the trim pot adds about $3 to the cost per channel.  The downside of the DC blocking capacitor is that it requires the use of a very short integration window.  In this configuration, it may not be possible to just turn on the integrator and accumulate for tens or hundreds of turns.  Experimentation may show that the DC blocking capacitor is either unnecessary or undesirable.

The SWIC scanner uses a TI/Burr-Brown ACF2101 integrator.  The solid-state switch on its input has a resistance of 1.5 k (“typical”, per the datasheet).  This extra 1.5 k must be accounted for in the gain equation (R_INT in Figure 4.23).

The SEM signal is based on a bunch intensity of 2×107, with a 3% total capture rate, which is spread evenly over 60 foils, arriving in a 120 nsec timeframe.  The integrator ends up with about 100 mV of signal.  This can be amplified in the SWIC scanner by 10× or 100× if necessary.
If necessary, the gain of the amplifier can be easily increased or decreased by choosing different resistor values.  For early studies, the gain was left at a fairly moderate level, hoping to avoid noise and stability issues.  Early attempts at bench testing gave outputs on the order of volts, not millivolts.  Beam studies will be required to fine-tune the gain levels for optimal functionality [27].
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[bookmark: _Ref374602339]Figure 4.23. Profile Monitor preamp design [27].
[bookmark: _Toc372800653][bookmark: _Toc372813238][bookmark: _Toc373759615]Beam Loss Monitors (BLMs)
The M4 Line Beam Loss Monitor (BLM) system has been designed to measure a 0.2% localized loss with a microsecond integration time.  This will allow observation of losses developing during a single slow spill.  20 BLMs will be placed at key locations along the 245 m beam line. This system design is identical to the existing Main Injector, P1, P2, M1 and M3 BLM systems. There is not a sufficient pool of spare hardware and electronics to instrument the entire M4 line, so new BLMs will have to be constructed [34].

BLM chassis will be installed at AP30 and the Mu2e Experimental Hall.  Each chassis supports 12 BLMs units.  The system uses ion chamber loss monitors originally designed for the Tevatron.  The ion chamber’s high voltage supply is contained within the BLM chassis. It is capable of supplying 2500 V at 500 A. The High Voltage is set to 2000 V during chassis testing and no further adjustment is required as the Ion Chamber has a flat high voltage to gain response. An Abort Demand signal is produced by feeding the analog "or" of the 12 daughter card outputs to a voltage comparator circuit. The comparator reference level is set by adjusting a rear panel pot. The daughter card can be set up to operate as a Set-Reset integrator, a fast amplifier or as a Log Amplifier (Figure 4.24). The Integrator has a full-scale range of either 0.14 rad or 0.014 rad dependent upon which branch is used. The fast amp has a rise and fall time of 1 sec and a full-scale range of 0.014 rad. The Log Amp has a 6 Decade dynamic range allowing loss readings from 0.001 rad/second to 1000 rad/second (Figure 4.25). One and only one of these signals can be jumper configured to provide the output to the MADC. The Daughter Card also has a track and hold circuit that can be inserted in the signal path before outputting to the MADC. A CAMAC 377 card provides the Start Track and Start Hold triggers. A timing card within the BLM chassis fans out these triggers to the 12 Daughter cards. The Start Track signal also resets the integrator circuit when the daughter card is configured as an integrator.
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[bookmark: _Ref374603828]Figure 4.24. Beam Line Daughter card jumpers. This drawing is taken from Main Injector Note‑208 [16].
The daughter cards are set up to function as a Log amp with a track and hold output. Track and hold triggers are provided via a CAMAC 377 card.  The daughter card outputs are feed into an MADC. From there they can be read from an accelerator console parameter page, Fast Time plotted, or displayed graphically via a control system console application program (see, for example, Figure 4.26).
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[bookmark: _Ref374531190]Figure 4.25. Log amp response on profile monitor preamp.
[bookmark: _Toc372800655][bookmark: _Toc372813240][bookmark: _Toc373759616]Instrumentation Risks
Delivery Ring Injection Damper Required
Initial calculations show that an injection damper will not be required for the Delivery Ring.  However, beam commissioning will determine if orbit control is sufficient to control the beam trajectory.  If not, excessive emittance dilution is possible.  Mitigation of this contingency would consist of building an injection damper system [37] [38]. 
Inadequate low intensity Delivery Ring Tune Measurement
The Delivery Ring tune measurement will require fast measurement of a low intensity signal.  Initial calculations show that the proposed systems will be able to measure the Delivery Tune with the desired accuracy and rate; however, if that is not the case then mitigation of this risk would consist of designing and building a new Delivery Ring tune measurement system [24] [25] [26].
[bookmark: _Toc372800656][bookmark: _Toc372813241][bookmark: _Toc373759617]Instrumentation Quality Assurance
Installation and commissioning of the M4 beamline instrumentation will be performed by qualified Accelerator Division staff. All necessary parts will be procured by Fermilab personnel and inspected by qualified Instrumentation engineers or technicians prior to installation. Final testing and commissioning of instrumentation devices will be performed by Fermilab technical staff.
[bookmark: _Toc372800654][bookmark: _Toc372813239][bookmark: _Ref374604267][image: ]Figure 4.26. Beam Loss Monitor response over time. This figure shows the output of a Booster loss monitor plotted using the accelerator control system Fast Time Plot facility. The vertical axis is beam loss measured in Rad/sec. The horizontal axis is time relative to the BLM trigger event.
[bookmark: _Toc372800657][bookmark: _Toc372813242][bookmark: _Toc373759618]Instrumentation Installation and Commissioning
The Delivery Ring tune system is being repurposed from the Tevatron and will require minor modification to become operational in the Delivery Ring. The first stage of commissioning will be to install the existing Schottky and BBQ hardware in the Delivery Ring and existing electronics in the upstairs service buildings. The devices will be commissioned during beam studies in 2014. This initial set of measurements will be used to determine if any modifications are necessary to achieve the final requirements. 

Cable pulls to the beamline instrumentation will be made once beneficial occupancy is obtained for the M4 beamline enclosure and cable trays are in place. All M4 beamline instrumentation will be installed at the time of magnet installation.  Electronics will be installed in the AP30 service building, MC-1 Experimental Hall, and Mu2e Experimental Hall once beneficial occupancy is obtained for each building.  
[bookmark: _Ref373995362][bookmark: _Ref373933202]Accelerator Controls
[bookmark: _Ref373995430]Controls Requirements
The central controls system is located in the Accelerator Division cross gallery where a number of controls and communications signals arrive from various sources from across the accelerator complex.  Table 4.9 summarizes the signals required at each Muon Campus service building and the media requirements for each system.  Each system in the table will be further explained in the technical design portion of this report (4.4.2).

[bookmark: _Ref374182036]Table 4.9. Controls and Communications requirements for each Muon Campus service building
	Required System
	MI60 ,F0, F1, F2
	F23,AP0, F27
	AP10, AP30, AP50
	Mu2e

	Ethernet
	Single-mode Fiber
100-1000 Mbps
	Wireless/Thicknet
10 Mbps
	Single-mode Fiber
100-1000 Mbps
	Single-mode Fiber
100-1000 Mbps

	CAMAC or HRM
	CAMAC
	CAMAC
	CAMAC
	HRM

	Serial Timing Links
	Multi-mode Fiber
	Multi-mode Fiber
	Multi-mode Fiber
	Multi-mode Fiber

	Beam Synch
	Multi-mode Fiber
(RRBS & MIBS)
	Multi-mode Fiber
(RRBS)
	Multi-mode Fiber
(RRBS)
	Multi-mode Fiber
(RRBS)

	Permit Loop
	Multi-mode Fiber
(Muon)
	Multi-mode Fiber
(Muon)
	Multi-mode Fiber
(Muon)
	Multi-mode Fiber
(Muon)

	FIRUS
	Single-mode Fiber
	Single-mode Fiber
	Single-mode Fiber
	Single-mode Fiber

	Safety System
	4/6/20 Conductor
	4/6/20 Conductor
	4/6/20 Conductor
	4/6/20 Conductor

	SEWs
	Single-mode Fiber
	Single-mode Fiber
	Single-mode Fiber
	Paging System

	Radmux
	18 AWG 16×30 
	18 AWG 16×30 
	18 AWG 16×30 
	18 AWG 16×30 

	Phones
	100/400 Conductor
	100/400 Conductor
	100/400 Conductor
	100/400 Conductor



For existing Muon Campus service buildings, the communications ducts will be removed to accommodate construction of the M4 and M5 beamlines. Restoration of the controls and communications signals will be performed as part of the Delivery Ring AIP [41].  Completion of this work is required prior to Mu2e commissioning and operations.
[bookmark: _Ref374607888]Controls Technical Design
Control and communications lines to the existing Muon Campus service buildings will use existing infrastructure. New control and communications lines will be required for the Mu2e experimental hall.
CAMAC and Links
The existing accelerator service buildings will continue to use the legacy controls infrastructure that is currently in place.  These service buildings include all of the Main Injector service buildings, as well as F0, F1, F2, F23, F27, AP0, AP10, AP30 and AP50.  Future Muon Campus service buildings, including MC-1 and the Mu2e building, will be upgraded to a more modern controls infrastructure that will be discussed later in this section.

CAMAC crates exist in each service building and communicate with the control system through a VME style front-end computer over a 10 MHz serial link, as shown in Figure 4.27.  Both digital and analog status and control of many accelerator devices occur through the CAMAC front ends.  There should be no need to install additional CAMAC crates, as there is excess capacity in most of the existing crates. An inventory of existing CAMAC crates in the Muon Department service buildings shows that about 25% of the slots are unoccupied and could be used for additional CAMAC cards [39].  In addition, further slots have become available that were used to interface devices that became obsolete with the conclusion of Collider Run II operations.  It is anticipated that there will be ample CAMAC crate coverage for Mu2e operation in the existing Muon Department service buildings, and very few crates will need to be added or moved. 

There are serial links that are distributed between the service buildings via the accelerator enclosures that provide the necessary communications paths for CAMAC signals as well as other necessary signals such as clock signals, the beam permit loop and the Fire and Utilities System (FIRUS).  Controls serial links can be run over multimode fiber optic cable or copper Heliax cable.  Most Muon Department links that run through accelerator enclosures are run over Heliax cable that should function normally in the radiation environment expected during Mu2e operations. 

Accelerator device timing that does not require synchronization to the RF buckets will remain on the existing 10 MHz Tevatron Clock (TCLK) system. The existing TCLK infrastructure will remain in existing service buildings and new TCLK link feeds will be run via multimode fiber optic cable to the Mu2e Experimental Hall.
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[bookmark: _Ref374112532]Figure 4.27. Legacy CAMAC crates interfacing VME front ends via serial links provide both analog and digital status and control of accelerator devices and will continue to be used in existing Muon Department Service Buildings [40]. This drawing is taken from the AD Operations Controls Rookie Book [45].
Accelerator device timing for devices that require synchronization to the RF buckets will continue to be handled through the Beam Synch Clocks; however, a few changes will be required to maintain functionality. The F0, F1 and F2 service buildings will need both 53 MHz Main Injector beam synch ) for SY120 operations and 2.5 MHz Recycler beam synch (RRBS) for g‑2 and Mu2e operations. These buildings already support multiple beam synch clocks, so the addition of RRBS will require minimal effort.  An obsolete 53 MHz Tevatron beam synch (TVBS) feed in the MI60 control room will be replaced with a 2.5 MHz RRBS feed to provide the necessary functionality. The remaining Muon Department service buildings currently use 53 MHz MIBS, but will require 2.5 MHz RRBS for g‑2 and Mu2e operations. This functionality can be obtained by replacing the MIBS feed at F0 with RRBS and using the existing infrastructure.  Further upgrades and cable pulls will only be required if it is later determined that both MIBS and RRBS are required in these service buildings.  New beam synch feeds to the g‑2 and Mu2e service buildings will be run via multimode fiber optic cable.

The Delivery Ring permit loop provides a means of inhibiting incoming beam when there is a problem with the beam delivery system. The existing Pbar beam permit infrastructure will be used in the existing buildings.  The CAMAC 201 and 479 cards that provide the 50 MHz abort loop signal and monitor timing will need to be moved from the MAC Room to AP50 to accommodate the addition of the abort kicker at AP50. Existing CAMAC 200 modules in each CAMAC crate can accommodate up to eight abort inputs each. If additional abort inputs are required, spare CAMAC 200 modules will be repurposed from the Tevatron and will only require an EPROM or PAL change to bring them into operation. The permit loop will be extended to the MC-1 and Mu2e service buildings via multimode fiber optic cable from the Mac Room. CAMAC will not be available in the MC-1 and Mu2e Experimental Halls, so the abort permit signal for these buildings will be extended via an additional cable pull to the AP30 service building.

Permit scenarios are being developed to support necessary operational scenarios that include running beam to the Delivery Ring abort dump when Mu2e and g‑2 are down, and running beam to either experiment while the other is down.
Hot-Link Rack Monitor
New controls installations in the Mu2e Experimental Hall will use Hot-Link Rack Monitors (HRM’s) in place of CAMAC. An HRM runs on a VME platform that communicates with the control system over Ethernet, as shown in Figure 4.28.  Unlike CAMAC, no external serial link is required, minimizing the need for cable pulls between buildings. Each HRM installation provides 64 analog input channels, eight analog output channels, eight TCLK timer channels and eight bytes of digital I/O.  This incorporates the features of multiple CAMAC cards into a single-compact chassis.  Like CAMAC, when additional functionality or controls channels are needed, additional units can be added.  Two HRMs will be installed in both MC-1 and Mu2e Experimental Halls and should provide ample controls coverage for both accelerator and experimental devices [43] [44].
Ethernet
Many modern devices have some form of Ethernet user interface.  In addition, many devices and remote front ends use Ethernet to interface the control system instead of using the traditional CAMAC. The results are an increasing demand on the Controls Ethernet.  Figure 4.29 is a map of the Muon Controls network.  All of the current Muon Ring service buildings have Gigabit fiber optic connections from the cross-gallery computer room to Cisco network switches that are centrally located in each service building. These will provide ample network bandwidth and connections after the reconfiguration for g-2 and Mu2e operations. A central Ethernet switch that fans out to the other Muon Campus buildings is currently located in AP10, but will need to be moved to AP30 as will be discussed later in this document [48].

Ethernet connectivity between the Delivery Ring service buildings is provided by multimode fiber optic cable traversing the Ring enclosure. This will be upgraded to single mode fiber optic cable in order to support rerouting of the site emergency warning system as well as to provide a more robust fiber infrastructure for the higher radiation levels anticipated for Mu2e operations. 

[image: ]
[bookmark: _Ref374112648]Figure 4.28. A Hot-Link Rack Monitor is a flexible data acquisition system composed of a remote unit and a PCI Mezzanine card that resides in a VME crate.  Each HRM provides sixty four 16 bit analog input channels, 8 analog output channels, 8 TCLK timer channels and 8 bytes of digital I/O.  HRM’s will eventually replace all of the functionality of CAMAC [43].
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[bookmark: _Ref374112791]Figure 4.29. Controls Ethernet to the Muon Department Service Buildings should be adequate for Mu2e operations.  The central switch at AP10 will be moved to AP30.  Legacy networks at AP0, F23 and F27 have limited bandwidth and connectivity, but should be sufficient for Mu2e operations.
Most beamline service buildings have gigabit fiber connected to centrally located network switches that provide ample network bandwidth and connections.  AP0, F23, and F27 are the only three buildings that do not have this functionality.  AP0 runs off a 10 Mbps hub that connects to 10Base5 “Thicknet” that runs through the Transport and Rings enclosures back to AP10, while F23 and F27 run off 802.11b wireless from MI60. Both are 10 Mbps shared networks with limited bandwidth and connectivity. It is anticipated that the network in these three buildings will be sufficient for Mu2e operations.
Restoring Controls Connectivity:
Construction of the M4 and M5 beamline enclosures will require removal of the underground controls communication duct that provides connectivity between the Accelerator Controls NETwork (ACNET) and the Muon Campus [47].  Included in this communication duct is the fiber optic cable that provides Ethernet connectivity as well as 18 Heliax cables that provide the controls serial links and other signals including the Fire and Utility System (FIRUS) [49]. These cables currently traverse this communications duct to the center of the D20 location in the Rings enclosure, and travel through cable trays on the Delivery Ring side to the AP10 service building. After removal of the communications duct, FESS will construct new communications ducts from the existing manholes. These communications ducts will go directly to AP30, MC‑1 and Mu2e service buildings without going through accelerator enclosures. See Figure 4.30 for drawings of the current and future controls connectivity paths.
Restoring Connectivity
When the Heliax and fiber optic cables are cut during the above mentioned communications duct removal, controls connectivity will be lost. The base plan for restoring both Ethernet and controls link connectivity is to pull new fiber optic cable from the cross gallery to the manhole outside of Booster Tower West and on to AP30 via the new communications duct.  As a result of the new fiber pull, the Ethernet and controls links will fan-out from AP30 instead of AP10.  This will require some additional controls hardware configuration and labor.  Efforts will be made to minimize the disruption by pulling the fiber and staging the new hardware at AP30 before the communication duct is cut. This is especially important for FIRUS, which is a necessary safety system [49].

Single-mode fiber will be needed for the Ethernet and FIRUS connectivity and multimode fiber will be needed for the controls serial links. Bundles of 96 pair single mode and 36 pair multi-mode fiber optic cable will be run to AP30.  This provides the necessary connectivity in a minimal amount of space. Similar fiber bundles will also be pulled to MC-1 and Mu2e.

[image: M:\Projects\Mu2e\Controls\Drawings\Communication-duct-to-Rings-present-v2013-03-25.png]
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[bookmark: _Ref374113177]Figure 4.30. Muon campus controls paths.  During construction of the M4 and M5 beamlines, the communications duct that provides controls connectivity to the Muon Campus will be interrupted (top). A new communications duct will be built to restore controls connectivity to the Muon Service Buildings (bottom). New controls will be established to the MC-1 and Mu2e Experimental Halls.
Establish Connectivity to Mu2e
New fiber optic cable will be pulled from the MAC Room to the Mu2e Experimental Hall.  Single-mode fiber is needed for Ethernet and FIRUS and multimode fiber is needed for the timing links and the abort permit loop. Bundles of 96 pair single mode and 36 pair multi-mode fiber optic cable will be run to Mu2e. The fiber pulls will provide ample connectivity for all Ethernet and controls signals for both the accelerator and experiment.  The Mu2e experiment anticipates requiring network rates approaching 100 MB/sec during production data taking that can be handled easily with the proposed infrastructure.
[bookmark: _Toc362953027]Safety System Interlocks
Safety system interlocks will need copper cable pulled to AP30, MC-1 and Mu2e [41]. The existing Safety System signal trunk lines, which consist of seven 20 conductor #18 AWG cables that run from the safety system vault room XGC-005 through the Central Utility Building (CUB) to AP10, will be interrupted due to the Muon Campus construction. These trunk lines will need to be spliced at CUB and replaced with new cables from CUB to the AP30 Building.  These cables will be pulled at the same time as the Control System fiber to minimize contract electrician costs. Figure 4.31 gives a pictorial representation of each of the required cable pulls. It should be noted that the costs outlined here deal only with the Safety System trunk line cables for the above mentioned areas and does not include the necessary Safety System assemblies, cable and hardware needed for the individual enclosure interlocks.
[bookmark: _Toc362953028]Muon Rings Interlocks
The safety system interlocks will have to be reestablished to the existing Muon Campus areas when the seven 20-conductor cables are interrupted. The existing safety system splice junction box below the CUB outside stairwell will be removed, and the seven 20-conductor cables will be pulled back to inside the double doors that separate the CUB outside stairwell from the utility tunnel, where the cables will be terminated in a new junction box. The seven 20-conductor cables running from the removed junction box to the communication manhole CMH33 heading to AP10 will be pulled out and scraped. 

At the new utility tunnel junction box six 20-conductor cables will be pulled to the AP30 Service Building via the MI-8 line communications ducts to AP30 Cryo Room. In the AP30 Cryo Room a junction box will be installed to terminate these cables and for use as a break-out point. A six pair twisted shielded cable will be pulled into AP30 for the safety system audio system. This six pair cable along with a new 20 conductor cable will be pulled from the safety system vault room XGC-005 to the utility tunnel junction box and terminated there. From this utility tunnel junction box a six pair twisted shielded and 20-conductor cable will be pulled into the new junction box at AP30.
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[bookmark: _Ref374113310]Figure 4.31. Safety System Interlock Cable pulls [50].
From the new junction box in AP30 two 20-conductor and one 4-pair twisted shielded cable will be pulled to the AP0 safety system junction box. These cables will be pulled through the Muon Rings and Transport tunnel enclosures. Pulled within the AP30 service building will be two 20-conductor and one 4-pair twisted shielded cables between the new AP30 junction box and the existing AP30 junction box. 

Two 20-conductor cables will be pulled from the new AP30 junction box and a new safety system end rack that will be installed to accommodate a critical device controller installation for g-2 and Mu2e operations [41]. 

Making the transition to the new system will be made as efficiently as possible, but will take some time due to the required cable terminations and rerouting of the safety system signals.
[bookmark: _Toc362953029]Mu2e Interlocks
For the Mu2e interlock system one 4-pair twisted shielded cable will be pulled from the safety system vault room, XGC-005, to the new utility tunnel junction box. One 20-conductor and one 4-pair twisted shielded cable will be pulled from the new utility tunnel junction box to the Mu2e building. Two 20-conductor cables will be pulled from the Mu2e building to the new safety system end rack located at AP30. One 4-pair twisted shielded cable will be pulled from the MC-1 building to the Mu2e building. The cables pulled between MC‑1, Mu2e and AP30 will be pulled through the enclosure tunnel [41].
Radmux
The Multiplexed Radiation Monitoring Data Collection System (MUX) is operated by the ES&H / Radiation Protection / Instrumentation Team. The MUX system is used to collect data from radiation monitors throughout the accelerator and beamline areas. The system provides an interface between the radiation monitors and the hardware network, collects real-time data for its various users, logs the raw data, processes and archives the data. Additionally the archived data serves as the legal record of radiation levels throughout the laboratory [40].  Radmux connectivity will be restored to the existing muon buildings and established to the Mu2e Experimental Hall via new cable pulls [51].
Phone
Phone connections to the existing Muon service buildings will be reestablished by splicing into the 400-pair cable in the MI-8 communications duct.  A new section of 100-pair cable will be run from the splice via a new communications duct path established by the Delivery Ring AIP to the AP30 service building.

Phone connections to the Mu2e Experimental Hall will be established by splicing into 400-conductor pair phone line in the CMH33 Manhole and running new 100-conductor pair phone line to the MC-1 and Mu2e Experimental Halls [52].
Site Emergency Warning System
The Site Emergency Warning System (SEWS) currently runs to the Muon Campus buildings over the CATV system.  When the communications duct is cut, the CATV system will not be reestablished to the Muon Campus buildings.  Instead, the SEWS will be run over single mode optical cable to AP30 and then through the Delivery Ring enclosure to AP10, where a connection will be made to the existing system. 

No cabling infrastructure will be needed for the SEWS in the Mu2e and MC-1 service buildings.  A paging system internal to each building and will be tied to a radio receiver (called a TAR) that receives the SEWS radio broadcast.  The messages will be broadcast over the paging system [53].
Controls Risks
Legacy Networks
If the legacy Ethernet networks at AP0, F23, and F27 provide insufficient connectivity or bandwidth for Mu2e operations, they can be most cost effectively upgraded by replacing the current 10Base5 “thicknet” with single-mode fiber optic cable.  The cable path would be from the AP30 service building to the Delivery Ring enclosure, along the cable trays toward the M3 beam line, and down the transport enclosure. From the transport enclosure, the fiber optic cable can be run to F27 and AP0.  An additional fiber optic cable pull from AP0 through the PreVault enclosure provides a path to F23.
Radiation Damage
The largest risk associated with legacy network upgrade proposed in the previous section is the susceptibility of single-mode optical cable to radiation damage. If the radiation environment in the accelerator enclosures does not allow for single-mode optical cable, then higher cost rad-hardened fiber optic cable will have to be pulled. Standard 96 count single-mode fiber costs approximately $1.50/foot, whereas 24 count rad hardened fiber costs approximately $22/foot. Upgrading to the radiation-hardened cable would add approximately $50k to the cost of the cable pull. Other fiber optic cable path options have been considered, but prove to be more costly to implement.
Controls Quality Assurance
Contract electricians under the direction of Accelerator Division management will complete all cable pulls and complete fiber optic terminations. Safety system cable terminations will be managed by Fermilab ES&H personnel, and phone cable termination will be managed by the Telecommunications Department.  All controls links, FIRUS configuration and network connections work will be managed by Accelerator Division Controls Department personnel. All parts will be procured by Fermilab personnel and inspected before being installed.  Final testing and calibration of controls devices will be performed by Fermilab technical staff before locating equipment in the service buildings.
Controls Installation and Commissioning
Installation of control systems will occur once construction of the communications ducts has been completed and beneficial occupancy of the Mu2e Experimental hall is established.  Installation will occur in the following order.  Further details can be found in the Muon Campus Controls Cost Estimates documentation [40].
All Fiber optic and copper cable will be ordered as per the specifications determined by the engineers for each system [41].
Unused Heliax cable between the Central Utility Building and Manhole CMH-33 will be removed to make room for the necessary pulls to the Mu2e Experimental Hall.
Contract electricians will pull innerduct from the cross gallery to the Mu2e Experimental Hall.  The innerduct will reserve the space for the fiber optic cable pulls. 
Contract electricians will pull all fiber optic and copper cables from the cross gallery to the Mu2e Experimental Hall.
Contract Electricians will complete all cable terminations in both the Cross Gallery and Mu2e Experiment Hall. 
[bookmark: _Ref374444497]Radiation Safety Plan
[bookmark: _Ref374175291]Radiation Safety Requirements
Radiation Safety Plan requirements come from two sources: the Mu2e Project mission need and the Fermilab Radiological Control Manual (FRCM) [54]. The Mu2e Project requires delivery of an 8 kW proton beam by 3rd integer, slow resonant extraction to the production target located inside of the Production Solenoid. This requirement is discussed in conjunction with the FRCM in the Technical Design section below. Some of the principle FRCM requirements are briefly introduced in this section while their applications are discussed in conjunction with the stated physics goal below in the Technical Design section.

Fermilab has a mature radiological controls program that will be applied to the operation of Mu2e accelerator, beam line, and experimental facilities. The details of the program related to entry controls, posting of radiological areas and control of radiological work are not discussed here, except where unusual circumstances related to Mu2e facilities warrant additional discussion.
Prompt Effective Dose Control
The FRCM requirement to control the prompt effective dose rate outside of accelerator and beamline tunnels fall into two broad categories: the normal condition and the accident condition. The permitted effective dose rates cover a wide range of values depending upon the controls that can be implemented on a location-by-location basis. Table 4.10 and Table 4.11 contain the range of dose rate limits relevant to these conditions, and are reproduced from the FRCM for convenience. 

[bookmark: _Ref374171517]Table 4.10. Control of Accelerator/Beamline Areas for Prompt Radiation under Normal Operating Conditions (from Table 2-6 of FRCM).
	Dose Rate (DR) Under Normal Operating Conditions
	Controls

	DR  0.05 mrem/hr
	No precautions needed.

	0.05 < DR < 0.25 mrem/hr
	Signs (CAUTION -- Controlled Area).  No occupancy limits imposed.

	0.25 < DR < 5 mrem/hr 
	Signs (CAUTION -- Controlled Area) and minimal occupancy (occupancy duration of less than 1 hr).

	5  < DR < 100  mrem/hr
	Signs (CAUTION -- Radiation Area) and rigid barriers (at least 4' high) with locked gates.  For beam-on radiation, access restricted to authorized personnel. Radiological Worker Training required.

	100 < DR < 500  mrem/hr
	Signs (DANGER -- High Radiation Area) and 8 ft. high rigid barriers with interlocked gates or doors and visible flashing lights warning of the hazard.  Rigid barriers with no gates or doors are a permitted alternate.  No beam-on access permitted. Radiological Worker Training required.

	DR 500 mrem/hr
	Prior approval of SRSO[footnoteRef:18] required with control measures specified on a case-by-case basis.  [18:  SRSO = Fermilab’s Senior Radiation Safety Officer] 




Effective Dose Control from Sources of Residual Activity
The control of effective dose due to residual radioactivity is a function that the FRCM assigns to the relevant Division or Section ES&H Department. Residual activation is variable depending upon factors such as beam power, irradiation time, and cool-down time and is addressed by ES&H on an ad hoc basis. A calculation showing expected residual dose rates for components in the slow resonant extraction region at AP30 has been completed [55].
Air Activation
The production, control, and release of airborne radioactivity are permitted processes that are regulated by the State of Illinois and are monitored by the ESH&Q Section. The release of activated air must be anticipated and controlled such that the emissions from all sources at the laboratory are below limits imposed by permit.
Ground Water Activation
Ground water activation is regulated by the Code of Federal Regulations and is monitored by the ESH&Q Section.

[bookmark: _Ref373827642]Table 4.11. Control of Accelerator/Beamline Areas for Prompt Radiation under Accident Conditions – When It is Likely that the Maximum Dose Can Be Delivered (From Table 2-7 of FRCM)
	Maximum Dose (D) Expected in 1 hour
	Controls

	D  1 mrem
	No precautions needed.

	1 < D < 10 mrem
	Minimal occupancy  only (duration of credible occupancy < 1 hr) no posting

	1  D  5 mrem
	Signs (CAUTION -- Controlled Area).  No occupancy limits imposed. Radiological Worker Training required.

	5  D  100 mrem
	Signs (CAUTION -- Radiation Area) and minimal occupancy (duration of occupancy of less than1 hr).  The Division/Section/Center RSO[footnoteRef:19] has the option of imposing additional controls in accordance with Article 231 to ensure personnel entry control is maintained. Radiological Worker Training required. [19:  RSO = Radiation Safety Officer] 


	100  D  500 mrem
	Signs (DANGER -- High Radiation Area) and rigid barriers (at least 4' high) with locked gates.  For beam-on radiation, access restricted to authorized personnel. Radiological Worker Training required.

	500  D  1000 mrem
	Signs (DANGER -- High Radiation Area) and 8 ft. high rigid barriers with interlocked gates or doors and visible flashing lights warning of the hazard.  Rigid barriers with no gates or doors are a permitted alternate.  No beam-on access permitted. Radiological Worker Training required.

	D  1000 mrem
	Prior approval of SRSO required with control measures specified on a case-by-case basis.



Radiation and Electrical Safety System Interlocks
The Radiation and Electrical Safety Systems currently employed at Fermilab will also be used for the Mu2e facilities. The Critical Devices to be employed are described below in the Technical Design section.
[bookmark: _Ref374621940]Interlocked radiation detectors
A partial set of laboratory standard shielding requirements [56] for an 8 kW, 8 GeV proton beam is given in Table 4.12. The Categories 1A through 5A provide an upper limit of effective dose rate for an 8 kW continuous beam loss if the given shield thickness is present. For example, a location where a 20.6 foot shield is present while an 8 kW, 8 GeV proton beam is continuously lost at a single point, would result in an effective dose rate of up to 5 mrem/hr. Application of Categories 1A through 5A are for situations in which sufficient passive shielding exists to provide adequate protection.

Categories 6A through 10A relate the effective dose that could be received for a single pulse of 6.25×1012 protons[footnoteRef:20] for a particular shield thickness. Categories 6A through 10A are applied in conjunction with interlocked radiation detectors. For example, a single beam pulse of 6.25×1012 protons lost at a location where the shield is 11.4 feet thick would result in a delivered effective dose of up to 1 mrem. Interlocked radiation detectors are used for Categories 6A through 10A to limit the duration and severity of beam loss conditions when insufficient passive protection (shielding) exists. [20:  An 8 kW, 8 GeV beam delivers 6.25×1012 protons/sec to any given location] 


[bookmark: _Ref373839297]Table 4.12. Partial list of shield criteria for 8 kW, 8 GeV proton beam
	Magnet in Enclosure

	Dose (D)
	Category
	Shield Thickness (ft.)

	D < 1mrem
	1A
	23.0

	1 ≤ D ≤ 5 mrem
	2A
	20.6

	5 ≤ D ≤ 100 mrem
	3A
	16.2

	100 ≤ D ≤ 500 mrem
	4A
	13.8

	500 ≤ D ≤ 1000 mrem
	5A
	12.8

	Interlocked Detectors (1 pulse – 6.25×1012 protons)

	D < 1mrem
	6A
	11.4

	1 ≤ D ≤ 5 mrem
	7A
	9.0

	5 ≤ D ≤ 100 mrem
	8A
	4.6

	100 ≤ D ≤ 500 mrem
	9A
	3.0

	500 ≤ D ≤ 1000 mrem
	10A
	3.0



A summary of the radiation shielding thicknesses for the Mu2e facilities is given in Table 4.13. The basis for the Radiation Safety Plan derives from a comparison of Table 4.12 and Table 4.13. It would be possible to operate most of the Mu2e facilities with passive shielding if, as required by Table 4.10 and Table 4.11, four or eight foot fences where to be installed around the entire facility. Interlocked radiation detectors would be required for the Transport Enclosure at the AP0 Service Building and at all Delivery Ring Service Buildings because those locations have less than 12.8 feet of shielding. However, Indian Road, the major thoroughfare between the Main Injector and the remainder of Fermilab, would have to be closed off with fences. Since both closing Indian Road and adding shielding to the entire complex are impractical options, the use of interlocked radiation detectors is imperative. Consequently, the Radiation Safety shielding plan for Mu2e facilities is based solely upon the Categories 6A through 10A in Table 4.12.

[bookmark: _Ref373839303][bookmark: _Ref373905969]Table 4.13. List of Mu2e accelerator and beam line facilities along with the nominal shield
	Location
	Nominal shield (ft.)

	Pre-Vault Enclosure at AP0 Service Building  – M1 line
	13

	Transport Enclosure at AP0 Service Building – M3 line
	12.5

	Transport Enclosure Shielded Tunnel – M3 line
	14

	Transport Enclosure under Indian Road – M3 line
	13

	Transport Enclosure to Delivery Ring – M3 line
	13

	Delivery Ring at Arcs
	13

	Delivery Ring at Service Buildings
	10

	Beam Transport from Delivery Ring to Target Hall – M4 line
	16



The interlocked radiation detector currently approved for use as a credited safety system at Fermilab is the Chipmunk ion chamber. A Chipmunk has a nominal detector length of less than one foot. A total of about 235 Chipmunk ion chambers would be required to adequately cover the shielded locations listed in Table 4.13, assuming that a spacing of 15 feet is sufficient. About 45 Chipmunks are presently installed at these locations, primarily at the Service Buildings. Consequently, about 190 additional chipmunks would be required. 

The costs to develop, build, install, and maintain such a number of Chipmunks were considered extraordinary. Consequently, the Mu2e Project received a suggestion to consider the development of an alternative long detector from the ESH&Q Section in May of 2011.

The development of the long detector ion chamber, referred to as a Total Loss Monitor (TLM), shown in Figure 4.32, has been ongoing since May 2011. The TLM system consists of two main parts: the detector [65] and the electrometer [66] [67]. The detector response has been characterized utilizing the TLM electrometer for proton beam loss under a variety of conditions [58] [59] [60]. The TLM electrometer has been developed outside the scope of the Mu2e project.

The TLM system design was submitted to the ESH&Q Section for preliminary approval as a credited safety system in October 2013 [69]. 

The trip level for an integrating style interlocked radiation detector becomes the nominal upper limit of the normal operating condition. Since the time-weighted average effective dose is limited by the Radiation Safety System (RSS), a trip level must be chosen that is high enough to permit normal operating losses with some reasonable margin without exceeding the normal effective dose rate limits established in Table 4.10.

[image: ]
[bookmark: _Ref374172529]Figure 4.32. TLM System Schematic. The TLM detector gas volumes may be connected in series to share detector gas systems. However, each detector is connected to an individual TLM electrometer. 
[bookmark: _Ref374188100]Radiation Safety Technical Design
[bookmark: _Ref374631176]Delivery Ring Extraction Losses
As can be determined from Table 4.13, the most challenging shield design for the Mu2e project is at the AP service buildings. In particular, the slow resonant extraction process occurs at the AP30 service building. Previous controlled beam loss measurements and shield calculations have been made to characterize the situation without a realistic model of operational beam loss mechanisms [61] [62] [63]. In more recent work, a model of the slow resonant extraction system including the Electrostatic septa, Extraction Lambertson, C-magnet, quadrupole magnets and a subset of extraction line magnets has been developed to more accurately assess the nature of beam losses in the AP30 straight section[64]. As shown in Figure 4.33, the model includes the AP30 service building and the nearby Type 2[footnoteRef:21], exit stairway. An in-tunnel shielding system [68], as shown in Figure 4.34 has been developed to supplement the existing 10-foot service building shield. The complete in-tunnel shielding system, incorporated into the MARS simulation model, is shown in Figure 4.35. This figure also shows a sample of 8 GeV extracted proton beam tracks in the extraction and circulating beam channels. [21:  A Type 1 stairway has an associated elevator; a Type 2 stairway does not have an associated elevator. The presence of an elevator shaft is relevant for shielding considerations.] 


[image: ]A comparison of the result of the MARS simulations both without and with in-tunnel shielding is shown in Figure 4.36. The peak normal effective dose rate in the AP30 service building with in-tunnel shielding is just under 40 mrem per hour. From Table 4.10 it can be seen that this is within the allowable operating range for normal beam loss. The building would be posted as a Radiation Area and access would be restricted through the entry control program to authorized personnel during beam operations. 

[bookmark: _Ref373907669]Figure 4.33. Elevation view depicting MARS model of AP30 service building, including the exit stairway and the slow resonant extraction system.

[image: ]
[bookmark: _Ref373908204]Figure 4.34. Example of in-tunnel shield design at the Extraction Lambertson location.
[image: ]
[bookmark: _Ref373908497]Figure 4.35. MARS model of the Delivery Ring extraction region. Several extraction region devices are shown with 3 foot thick in-tunnel steel shielding (red blocks). The Electrostatic Septa (ESS-1 and ESS-2), various quadrupoles, the Extraction Lambertson (ELAM), and the C-magnet (CMAG) are the devices to be shielded. The first extraction line quadrupole (Q901) and the downward vertical bend (V901) do not require in-tunnel shielding. The tracks of an 8 GeV proton beam sample directed at the upstream electrostatic septum wires are shown in black. Part of the beam is diverted by the ESS field into the extraction channel and part of the beam remains near the circulating orbit of the Delivery Ring. Tracks of shower particles resulting from proton beam loss are suppressed.
[image: ADAPS11158420131127081544.gif]
[image: ADAPS11158420131201054349.gif]
[bookmark: _Ref373912181]Figure 4.36. A comparison of MARS simulation histograms in plan views at the elevation of the AP30 service building floor. The top histogram shows the effective dose rate without in-tunnel shielding. The bottom histogram shows the dose rate with in-tunnel shielding. The in-tunnel shielding reduces the effective dose rate to acceptable levels. The elevated level shown at the upper right side of the figures is within the exit stairway that is inaccessible during beam on operation. The lower black lines at Y = 508 cm indicates the tunnel concrete shield wall. The parking lot adjacent to the AP30 service building begins at Y = 750 cm.
An additional MARS simulation was performed to determine effective dose rates in the parking lot adjacent to the AP30 service building, along Indian Road that passes by the AP30 service building, and at greater distances due to radiation skyshine. The result of the calculation for the parking lot and Indian Road is shown in Figure 4.37. 

The peak effective dose rate in the parking lot is generally less than 1 mrem/hr. The effective dose rate at Indian Road is typically less than 0.05 mrem/hr. Therefore, the occupancy of the roadway will not be restricted.

[image: ]
[bookmark: _Ref373918497]Figure 4.37. This image shows the result of a MARS skyshine simulation for the in-tunnel shielding case. The effective dose rate (mrem/hr) includes contributions from all particle fluences, both direct and reflected from the atmosphere.  Line 1: Delivery Ring centerline; Line 2: Outer surface of tunnel concrete vertical wall; Line 3: AP30 service building outer edge; Region between lines 3 and 4: AP30 Parking Lot; Line 5: edge of Indian Road.
The result of the skyshine calculation is shown in Figure 4.38. In this calculation, the effective dose rate is due solely to skyshine radiation. The average effective dose rate at 500 meters, the nominal distance to Wilson Hall, is less than 0.2 mrem/year.

[image: ]
[bookmark: _Ref373921107]Figure 4.38. Radiation effective dose due to skyshine as a function of distance from the AP30 service building. The statistical errors (shown in red) as a function of distance are influenced by the volume of tissue equivalent detector used in the simulation[footnoteRef:22]. The effective annual dose rate at 500 meters, the nominal distance to Wilson Hall, for continuous occupancy, is less than 0.2 mrem/year. [22:  A small volume at a large distance intercepts a relatively small sample of particle tracks increasing the statistical error in the mean dose rate measured in that volume.] 

The final concern associated with normal extraction losses at AP30 is the direct radiation exposure to occupants of Wilson Hall.  Since the source of radiation is underground, an observer on the ground floor of Wilson Hall will receive a lower direct radiation dose than an observer on a floor that is sufficiently high that there is a direct line of sight to the source that does not pass through the ground. To calculate the direct dose, a MARS simulation was made with a cylindrical tissue equivalent detector centered at AP30. This cylindrical detector was constructed to be 0.3 meters thick, 70 meters high, with a radius of 500 meters (the distance from AP30 to Wilson Hall). This simulation was used to predict the annual effective direct radiation dose rate from Delivery Ring extraction losses as a function of floor elevation. The azimuthal angle of Wilson Hall in this detector geometry is shown in Figure 4.39. The result of the simulation for the entire cylinder is shown in Figure 4.40.

[image: ]
[bookmark: _Ref374520608]Figure 4.39. The azimuthal angle between the z axis of the MARS simulation at AP30 service building and the center of Wilson Hall

[bookmark: _Ref373930288][image: ]
[bookmark: _Ref374173139]Figure 4.40. Total effective annual dose rate as a function of floor elevation in Wilson Hall from direct radiation exposure originating from the AP30 service building plus skyshine. The azimuth angle of Wilson Hall is 23°.
A TLM installed in the AP30 straight section will be employed to limit beam losses to those expected at nominal levels. A trip level margin commensurate with limitations for the control level chosen from Table 4.10 will apply. As a result, it would not be possible for effective dose rate delivered under any conditions, including accidents, to exceed permit limits under normal conditions.

The AP10 and AP50 service buildings are not expected to have significant beam losses, though the abort kickers under the AP50 straight section will require monitoring. The control of beam losses for the AP10 and AP50 service buildings is discussed in the next section. 
General Protection Scheme for Limiting Prompt Effective Dose Rate
The preceding section covered the consequences and control features for the AP30 extraction region. In this section, the remainder of the Mu2e facilities up to the target hall are addressed.

In general, normal operating beam losses are expected to be minimal and will not require additional control measures, such as in-tunnel shielding. As discussed in section 4.5.1.6, interlocked radiation detectors will be required to ensure the effective dose rate limits are observed for all tunnel enclosures. TLMs are to be used for this purpose. 

Since interlocked radiation detectors are to be used and the detector trip level setting defines the limiting condition, a control level from Table 4.10 must be chosen. There are two categories in Table 4.10 that are relevant to the Mu2e facility. These categories are identified with a control level ID number and duplicated in Table 4.14. TLM locations and trip levels are described in Table 4.15.

The TLM response for a controlled beam loss has been determined at the Booster for 8 GeV proton beam loss using an Ar/CO2 detector system [59]. The experimentally determined value of 2.6 nC/1010 protons is used in Table 4.15 to calculate a TLM charge collection level. 

[bookmark: _Ref373940271]Table 4.14. Control level indices for use in Table 4.15
	Control level
	Dose range
	Required controls

	1
	0.25 < DR < 5 mrem/hr
	Signs (CAUTION -- Controlled Area) and minimal occupancy  (occupancy duration of less than 1 hr)

	2
	5  < DR < 100  mrem/hr
	Signs (CAUTION -- Radiation Area) and rigid barriers (at least 4' high) with locked gates.  For beam-on radiation, access restricted to authorized personnel. Radiological Worker Training required.



[bookmark: _Ref373936233]Table 4.15. TLM locations and trip levels. The numbers in the Control Level column are drawn from Table 4.14.
	TLM
	Location
	Control Level
	shield (ft.)
	beam loss scaling factor (protons per mrem
	lower hourly dose rate for control level (mrem/hr)
	upper hourly dose rate for control level (mrem/hr)
	Project Suggested TLM limiting rate (mrem/hr)
	extended limit - protons per hour
	TLM trip level (nC/min)

	1
	Pre-Vault Enclosure at AP0 Service Building  – M1 line
	2
	13
	1.89E+13
	5
	100
	50
	9.43E+14
	604

	2
	Transport Enclosure at AP0 Service Building – M3 line
	2
	12.5
	1.34E+13
	5.00
	100
	50
	6.71E+14
	430

	2
	Transport Enclosure Shielded Tunnel – M3 line
	1
	14
	3.73E+13
	0.25
	5
	5
	1.86E+14
	119

	3
	Transport Enclosure under Indian Road – M3 line
	1
	13
	1.89E+13
	0.25
	5
	0.25
	4.72E+12
	3

	4
	Transport Enclosure to Delivery Ring – M3 line
	1
	13
	1.89E+13
	0.25
	5
	5
	9.43E+13
	60

	5
	Delivery Ring 20 Arc
	1
	13
	1.89E+13
	0.25
	5
	5
	9.43E+13
	60

	6
	Delivery Ring 40 Arc
	1
	13
	1.89E+13
	0.25
	5
	5
	9.43E+13
	60

	7
	Delivery Ring 60 Arc
	1
	13
	1.89E+13
	0.25
	5
	5
	9.43E+13
	60

	8
	Delivery Ring at AP10 Service Buildings
	2
	10
	2.44E+12
	5.00
	100
	50
	1.22E+14
	78

	9
	Delivery Ring at AP30 Service Buildings
	2
	10
	2.44E+12
	5.00
	100
	50
	1.22E+14
	78

	10
	Delivery Ring at AP50 Service Buildings
	2
	10
	2.44E+12
	5.00
	100
	50
	1.22E+14
	78

	11
	Upstream Beam Transport from Delivery Ring to Target Hall – M4 line
	1
	16
	1.46E+14
	0.25
	5
	5
	7.28E+14
	467

	12
	Downstream Beam Transport from Delivery Ring to Target Hall – M4 line
	1
	16
	1.46E+14
	0.25
	5
	5
	7.28E+14
	467



A description of the entries in Table 4.15 includes the following:
· Location – The section of tunnel covered by a common TLM detector. The section is uniformly shielded so that the limiting effective dose per lost proton is nominally constant throughout the region.
· Shield (ft.) – the minimum number of feet of shielding at the TLM installation.
· Beam loss scaling factor – the number of protons lost per mrem for the given shielding thickness. The factor is determined from the standard shield scaling criteria [56].
· Lower hourly dose rate for control level – this is the lower range value for the given control level.
· Upper hourly dose rate for control level -  this is the upper range value for the given control level.
· Project suggested TLM limiting rate – this is the trip level determined by the Mu2e Project that should be achievable while meeting the physics goals for the Mu2e experiment.
· Extended limit – the product of the beam loss scaling factor and the Project suggested TLM limiting rate.
· TLM trip level – the average charge collected in nanocoulombs per minute that would result in an interlocked radiation detector trip.

The suggested TLM trip levels are determined assuming a beam loss that occurs at a single point. Since the TLM system cannot distinguish how the collected charge was distributed, the actual effective dose rate at any location along the shielded location will generally be lower than the Project suggested limit. This is because beam losses are more likely to be distributed over macroscopic distances rather than a single point. Consequently, the TLM system is a conservative protection system.

Residual activation should also be considered in setting TLM trip levels. One watt per meter of prompt beam loss is the accepted level that allows worker access without the need for extraordinary controls. The trip levels given in Table 4.15 are modified in Table 4.16 to limit beam losses to 1 watt/ meter. The maximum effective dose rate outside the shield is reduced accordingly where modified trip levels apply.
[bookmark: _Ref374793050]M4 Beam Line Shield Wall and Diagnostic Absorber
A 170-watt beam absorber is required in the M4 beamline for commissioning the beamline and Delivery Ring resonant extraction. The initial beam commissioning period will take place while the Mu2e apparatus is being installed in the detector enclosure. Consequently, a shield wall is required to limit the radiation dose rate in the detector enclosure during beam commissioning. MARS simulations were used to develop the design of the Diagnostic Absorber and shield wall [71]. Figure 4.41 shows a plan view of the arrangement. The effective dose rate at the location of the Detector Solenoid is less than 0.05 mrem/hr during normal beam operation to the diagnostic absorber.

An accident condition in which the 170-watt proton beam is lost on the MDC switching magnet was also considered. The resulting dose rate at the Production Solenoid was calculated to be about 250 mrem/hr. A TLM will be located in the M4 line upstream of shield wall. The TLM trip level for this operating mode will have to be reduced from the nominal 248 nC/minute to about 6.5 nC/minute in order to permit non-radiation workers unrestricted access to the area around the Production Solenoid.

[bookmark: _Ref373993548]Table 4.16. Modified TLM trip levels to limit beam loss to 1 Watt/meter. The maximum effective dose rate by location is reduced commensurately with the reduced trip level. The trip level for TLM 9 (AP30) will be determined with consideration of the in-tunnel shielding.
	TLM
	Location
	Extended limit - protons per hour
	TLM length
	Watts
	watts per meter
	TLM trip level (nC/min)
	Modified trip level (nC/min)
	Maximum effective dose rate

	1
	Pre-Vault Enclosure at AP0 Service Building  – M1 line
	9.43E+14
	11.6
	336
	29.0
	604
	21
	1.7

	2
	Transport Enclosure Shielded Tunnel – M3 line
	1.86E+14
	138
	66
	0.5
	119
	119
	5.0

	3
	Transport Enclosure under Indian Road – M3 line
	4.72E+12
	10
	2
	0.2
	3
	3
	0.3

	4
	Transport Enclosure to Delivery Ring – M3 line
	9.43E+13
	138
	34
	0.2
	60
	60
	5.0

	5
	Delivery Ring 20 Arc
	9.43E+13
	118
	34
	0.3
	60
	60
	5.0

	6
	Delivery Ring 40 Arc
	9.43E+13
	118
	34
	0.3
	60
	60
	5.0

	7
	Delivery Ring 60 Arc
	9.43E+13
	118
	34
	0.3
	60
	60
	5.0

	8
	Delivery Ring at AP10 Service Buildings
	1.22E+14
	51
	44
	0.9
	78
	78
	50.0

	9
	Delivery Ring at AP30 Service Buildings
	
	
	
	
	
	
	

	10
	Delivery Ring at AP50 Service Buildings
	1.22E+14
	51
	44
	0.9
	78
	78
	50.0

	11
	Upstream Beam Transport from Delivery Ring to Target Hall – M4 line
	7.28E+14
	138
	259
	1.9
	467
	248
	2.7

	12
	Downstream Beam Transport from Delivery Ring to Target Hall – M4 line
	7.28E+14
	138
	259
	1.9
	467
	248
	2.7



M5 Beam Line Shield Wall
A shield wall, provided by the muon g-2 experiment is required in the M5 beam enclosure to permit personnel access to the MC-1 service building during Mu2e beam operation. MARS simulations were used to develop the design of the M5 beamline shield wall [74]. The simulations show that a TLM trip level of 520 nC/min will limit the effective dose rate downstream of the M5 shield wall to 0.25 mrem/hr. The limit in Table 4.16 for the upstream TLM is 248 nC/min, well below the specified trip level in the M5 analysis. The combination of the shield wall and this TLM trip level will be sufficient to permit trained radiation workers unlimited access to the MC-1 service building.

[image: ADAPS11158420131028194707.gif]
[bookmark: _Ref374173200][bookmark: _Ref374006960]Figure 4.41. Plan view of MARS simulation showing the diagnostic absorber, shield wall, shield wall bypass labyrinth under the normal operating condition. 
Exit Stairways and Penetrations
Penetrations through the passive radiation shielding including stairways, ducts and cable penetrations are considered in this section. TLMs described above also play a role in limiting the radiation dose rate for these penetrations through the radiation shield.

An Excel spreadsheet developed by the ES&H Section [72] was used to calculate the radiation dose rates at the exit of labyrinths and penetrations based upon user input parameters including the source term, aspect ratio, and length of each of the legs of the labyrinth or penetration. The evaluated penetrations are listed in Table 4.17 along with the resulting dose rate calculated for the 2000 Pbar shielding assessment [73]. The third column of the table shows the resulting dose rate by scaling to the 8 kW beam power required for Mu2e. The fourth column shows the maximum number of protons lost per hour as limited by the TLM trip levels established in Table 4.16. The fifth column shows the maximum possible dose rate (single point beam loss) at the exit of facility penetrations based upon the TLM trip levels established in Table 4.16. As indicated in Table 4.17, the resulting radiation effective dose rates at the exits of these penetrations are within limits prescribed by the FRCM. No additional remediation is required for the existing facility including the three elevator shafts at the type 1 stairways[footnoteRef:23]. [23:  A Type 1 stairway has an associated elevator; a Type 2 stairway does not have an associated elevator.] 


[bookmark: _Ref373995898][bookmark: _Toc319136893]Table 4.17. 2000 Pbar shielding assessment penetration dose calculations scaled to proposed TLM trip levels. Radiation dose rates at penetration exits would require no addition mediation if TLMs are used as described above.
	Penetration Name
	Calculated exit dose rate from 2000 pbar shielding assessment
	Scaled to 8 kW, 8 GeV proton beam loss
	TLM #
	Max protons lost/hour limited by TLMs
	Penetration dose rate limited by TLMs

	Determined for 3.6×1013, 8 GeV primary protons per hour

	ACC/DEB airshaft
	7.54E-02
	47
	5,6,7
	9.43E+13
	0

	ACC/DEB stairway type 2
	1.85E-03
	1
	8,9,10
	1.22E+14

	0.0171

	Transport to AP0 penetrations
	9.62E-02
	60
	2
	1.86E+14
	0

	Stub Room Penetrations
	2.00E-01
	125
	8,9,10
	1.22E+14
	1

	AP0 water pipe penetrations
	8.21E-01
	513
	2
	1.86E+14
	4

	Transport air duct vent to AP0
	4.01E-03
	3
	2
	1.86E+14
	0

	Transport to F27 Penetrations
	6.32E-14
	0
	2
	1.86E+14
	0

	ACC/DEB elevator shafts
	5.09E-01
	318
	8,9,10
	1.22E+14
	2

	Transport stairway
	4.47E-02
	28
	2
	1.86E+14
	0

	ACC/DEB stairway type 1
	1.41E-05
	0
	8,9,10
	1.22E+14
	0

	AP50 Pit Vent
	7.63E-07
	0
	10
	1.22E+14
	0

	AP50 Pit Labyrinth
	1.78E-02
	11
	10
	1.22E+14
	0

	Determined for 1.8×1016, 120 GeV primary protons per hour

	PreVault stairway
	1.58E-02
	0
	1
	3.26E+13
	0

	Sweeping Magnet Penetrations
	1.23E+00
	0
	1
	3.26E+13
	0

	PreVault to F23 Penetrations
	5.12E-04
	0
	1
	3.26E+13
	0



Production Solenoid, Transport Solenoid, and Detector Solenoid Radiation Shielding
[bookmark: _Ref283897216]The Production Solenoid, Transport Solenoid, and Detector Solenoid rooms are an integral part of the Mu2e experiment hall depicted in Figure 4.141. The 8 kW, 8 GeV delivered by the M4 line is directed to tungsten target located inside the Production Solenoid. The un-interacted primary beam plus the resulting shower exit the Production Solenoid, travel across an air gap, and are stopped in the main beam absorber. Since the beam is completely stopped in the experimental facility, the normal condition is, with one exception, the worst case condition. It should be possible to steer the primary 8 GeV beam off of the tungsten target. This will be an expected condition during target scans. The beam dump is designed to safely accept the full 8 GeV primary beam; the peak power density for this condition is just 9.7 mW/g [133].

[image: ]The shielding design for the normal condition beam operation has been studied in some detail [136]. The resulting effective dose rate is shown in the 3D histogram shown in Figure 4.42. The peak effective dose rate, 50 mrem/hr, occurs at the Production Solenoid drop hatch. Consequently, the area will be required to be enclosed by a 4’ high fence and the area will be required to posted as a “Radiation Area” in accordance with FRCM requirements.
[bookmark: _Ref264123145]Figure 4.42. 3D histogram of radiation effective dose rate at ground level for the Mu2e experimental facility. The histogram scale is in mSv/hr while the peak dose rates above the Production Solenoid drop hatch and the extinction room drop hatch are given in units of mrem per hour.
The Mu2e experiment facility includes 5 drop hatches, 3 exit stairways, an elevator shaft, and 14 major penetrations. These design of these features has been evaluated [136] and found to meet all requirements of the Fermilab Radiological Control Manual [54]. 
Ground water activation
The major sources of ground water activation due to beam operations for the Mu2e experiment include losses at the following locations:
· Delivery Ring beam absorber
· M4 beamline Diagnostic absorber
· Proton target absorber (downstream of the Production Solenoid)
· Delivery Ring Injection
· Delivery Ring extraction 
Detailed calculations for ground water activation for Mu2e operation of the Delivery Ring have been completed [57]. No ground water issues have been identified.
[bookmark: _Ref283897231]Surface water activation
The major sources of surface water activation due to beam operations for the Mu2e experiment are the same sources as those listed for ground water activation.  Detailed calculations for surface water activation for Mu2e operation of the Muon Campus have been completed [57]. No surface water issues have been identified.
[bookmark: _Ref283897244]Airborne radioactivity
The major source of airborne radioactivity due to beam operations for the Mu2e experiment is from primary/secondary beam passing through the air volume between the Production Solenoid and the Proton Target Beam Absorber. The Production Solenoid Room will be under negative pressure relative to the outdoor environment and to the Detector Solenoid Room to prevent activated air infiltration to those areas. About 900 cfm of dry conditioned air will be injected into the Production Solenoid Room to minimize production of nitric acid. To minimize the release of airborne radioactivity, Production Solenoid Room air will be transported through the M4 beamline enclosure to the exit stairway at the upstream end of the M4 beamline enclosure. There, air will be released to the atmosphere through an exhaust fan. The exhaust fan speed will be set to ensure the Production Solenoid Room and M4 beamline enclosure are at negative pressure with respect to atmosphere. Air flow barriers in the M5 beamline and between the Delivery Ring and M4 beamline will be required in order to maintain negative pressure. In addition, various shield walls and access points will be sealed.

Detailed calculations for other, less significant, sources of airborne radioactivity for Mu2e operation have been completed [57]. The contribution of airborne radioactivity due to Mu2e operations will be a reasonably small fraction of the permitted annual emissions [57].
Radiation Safety System Critical Devices
The Muon Campus beam operations will serve multiple purposes, primarily to deliver beam to the MC-1 service building for the muon g-2 experiment and to the Mu2e proton target for the Mu2e experiment. Critical devices have been chosen for both purposes and are described in Reference [77].
Radiation Safety Risks
Two risks have been identified and are described below.
TLMs cannot be used to limit the intensity and duration of beam loss
The TLM system must be approved as an accredited safety system by the ESH&Q Section in order to be used to limit beam losses. The ESH&Q section gave preliminary approval to use the TLM system as a credited system in April, 2014 [137]. If a technical reason is found during the continuing review process that prohibits accreditation of the TLM system, an alternative approach using Chipmunk ion chambers, previously discussed in section 4.5.1.6 may be used. Assuming a 15-foot spacing is adequate, 190 chipmunks would be required to be produced and installed in place of the proposed TLM systems. The full consequences are discussed in Reference [75].
Radiation levels outside of the Mu2e facility are too high
The resonant extraction system at AP30 is a known beam loss point. If the effective radiation dose rate cannot be sufficiently attenuated by in-tunnel shielding, additional shielding or a reduction in beam intensity may be required to produce further reductions. The full consequences of this risk are discussed in Reference [76].
Radiation Safety Quality Assurance
In-tunnel shielding design
An engineering design has been completed for the in-tunnel shield support stands. An engineering note has been prepared and an AD Mechanical Support Department design review will be conducted. In addition, the design will be reviewed by the Facility Engineering Services Section to ensure compatibility of the design with tunnel enclosure structures.
TLM system design
The TLM system includes the TLM chassis, detector, detector gas systems and heartbeat resistor. The system has been designed by AD Electrical Engineers and Engineering Physicists. The design is subject to an intense review process by the AD ES&H Department and the Fermilab ESH&Q section.
If the TLM system is approved as a safety system, it will come under the purview of the AD ES&H Department Interlocks Group. The Interlocks Group will perform periodic calibration and system tests on the TLM system, similar to what is currently done to maintain other Radiation and Electrical Safety Systems. In addition to periodic testing, the TLM system has been designed to be fail-safe. In the event a system parameter goes out of tolerance, the Radiation Safety System will interrupt beam delivery to the affected area until the cause of the out-of-specification condition is found, repaired, tested, and returned to service.

The TLM system will be subject to review by the Shielding Review Committee (SRC). The SRC, a team of experts specializing in radiation protection, are called upon to review safety systems for conformance with FRCM requirements. The TLM system as described in this design report must receive the approval of the SRC before it may be deployed.
Radiation and Electrical Safety Systems (RSS and ESS)
The Radiation and Electrical Safety Systems that will be used for Mu2e are the same systems that have been in service for many decades at Fermilab. The RSS and ESS designs are subject to review and approval by the ESH&Q Section.
Radiation Safety Installation and Commissioning
In-tunnel shielding installation
The installation of the in-tunnel shielding will be performed by riggers, a specialty group adept at installing massive equipment in tight areas. The installation will be conducted under the supervision of AD Mechanical Support Department Engineers and in accordance with Engineering Design Notes.
TLM installation
The TLM signal and high voltage cables will be installed by contract electricians under the supervision of the AD Electrician Contract Coordinator. The TLM detector gas system will be installed by AD Mechanical Support Department Technicians. The TLM detectors will be terminated by the AD ES&H Department Interlocks Group. Testing and commissioning of the TLM system will involve a joint effort of the AD ES&H Department and the Muon Department.
Radiation Safety and Electrical Safety System interlock installation
Installation of the RSS and ESS systems will be accomplished by contractor electricians under the supervision of the AD Electrician Contract Coordinator. Final system terminations, subsystem interconnections and testing will be performed by the Interlocks Group of the AD ES&H Department [70].
[bookmark: _Ref373933258]Resonant Extraction System
Introduction
The Resonant Extraction System is used to provide the experiment with proton pulses with the specific time structure described in section 4.1.5. This structure is determined by the time structure of the circulating beam as, for each turn, a small fraction of the circulating beam is peeled off and redirected to the experiment through the extraction beamline.  This is known as “slow extraction,” or “slow spill extraction,” because the single bunch circulating in the Delivery Ring is fully extracted over a relatively long duration (spill): 54 msec, or about 32,000 turns.  After a spill ends, either the next bunch is injected into the Delivery Ring and a new spill begins, or there is a pause until the next Main Injector supercycle. As indicated in Figure 4.4, there are eight spills in each supercycle. The Delivery Ring is reset to its initial state during short intervals after each spill. There is also a substantial interval of no spill in the supercycle when the Recycler is busy with beam manipulations for the neutrino program.

To maintain uniform response of detector subsystems, the spill rate should be maintained as uniform as possible. Two subsystems control the spill process. The first is a circuit of quadrupole magnets that drives the horizontal tune to the resonance value of 29/3. This is a relatively slow system and provides a coarse regulation. The second system employs horizontal “heating” of the beam to assist extraction. This subsystem offers faster spill regulation and is used in a feedback loop to compensate small, fast spill rate variations. Known as the RF Knock-Out (RFKO) method, it will be discussed in detail later in Section 4.6.3.4. The use of both these subsystems by the spill regulation system will be discussed in Section 4.6.3.5. 
Resonant Extraction Requirements
The requirements for resonant extraction are outlined in the Proton Beam Requirements document [2]. Table 4.18 contains the main specifications for the extracted beam.
Resonant Extraction Technical Design
Continuous beam extraction is realized by creating a resonance condition that destabilizes part of the beam in a controlled way. To accomplish this, the machine horizontal tune must be close to a third integer (m/3), and a strong sextupole field must be present to excite the resonance. Unstable particles stream away from the beam center and are intercepted in the Electrostatic Septum (ESS), where a thin plane of wires or foils separates the region of circulating beam from a region of high electrostatic field that deflects particles horizontally. The deflected beam then enters the field region of a Lambertson magnet[footnoteRef:24], about 8 m downstream of the ESS, which gives it a vertical kick that sends it into the External Beam Line. The extraction process is driven by ramping the field in a dedicated circuit of quadrupole magnets to move the horizontal tune towards the resonance value.  [24:  A Lambertson magnet consists of two chambers: a field-free chamber for the beam circulating in the ring and a region containing a dipole magnetic field that vertically kicks the beam in the extraction channel into the extraction beamline.] 


[bookmark: _Ref374182132]Table 4.18. Main specifications for the Mu2e Resonant Extraction
	Parameter
	Value

	Spill duration
	54 msec

	Number of spills in a supercycle
	8

	Full spill intensity
	Up to 1012 protons

	Number of protons extracted per pulse (turn)
	3×107

	Time between pulses (turns)
	1.695 sec

	Reset time between spills
	5 msec

	Spill rate variations
	< 50%

	Beam leftover in the end of spill
	< 5%

	Beam losses in the extraction region
	< 2%

	Extraction time duty factor
	32% 



By the end of a spill, the beam must be completely removed from the machine. Any beam present in the ring during the reset time would result in high losses and contamination of the RF intra-bucket (extinction) space. Therefore the entire leftover beam is removed by the abort system at the end of the spill. Locations of all corresponding elements are shown in Figure 4.43.

The following sections will be organized as much as possible according to the Resonant Extraction WBS structure. This will be followed by a general discussion of Risks and Quality Assurance.
Resonant Extraction General
Theory
The theoretical background for resonant extraction is described in publication [78], which was the basis of the Conceptual Design of resonant extraction for the Mu2e project. This conceptual work was further extended in reference [79] into an analytical model that can be used for calculations of the extraction efficiency as a function of time and various machine parameters, such as acceptance, initial beam emittance, and Twiss functions.  This model is useful for a parameter space analysis, but is not intended to replace more rigorous tracking simulations that include effects of space charge, RF manipulations, feedback regulation and other complex details. The equations that follow in this section are expressed in the phase space of (complex) canonical, normalized, horizontal coordinates a and a*, which are related to the usual unnormalized, real coordinates, (x, x’), or angle-action coordinates, (, I), as follows: 

	[image: ]	

where  and  are the usual Twiss lattice functions. The leading order Hamiltonian of the third integer resonance is then presented as

	[image: ]	

Here,   x ‑ 29/3  0 is the difference between the machine horizontal tune and the resonant tune and is presumed to be small; the “resonance coupling constant,” g, is a linear functional of the sextupole field strength distribution.

[bookmark: _Ref164437550][bookmark: ZEqnNum881228]	[image: ]	

where the sum is carried out over the locations of all the sextupole magnet components in the machine. This interaction divides the phase space into two zones of stable and unstable motion. The boundary between these zones is called the separatrix, which is an equilateral triangle in canonical phase space, as shown in Figure 4.44.

The size of this separatrix is determined by the separation between the origin and a vertex, a0, which is related to the control parameters, Δν and g, as follows:

[bookmark: ZEqnNum579948]	[image: ]	

Therefore, to create an unstable motion within the beam, one needs to be close to the resonance tune and have a substantial sextupole field strength. Particles outside the separatrix move away from the center in the directions shown by the red lines in Figure 4.44.
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[bookmark: _Ref374183173]Figure 4.43. Location of the Resonant Extraction elements in the Delivery Ring.
The orientation of the separatrix is determined by the phase of the parameter g, which is determined by the positions of the sextupoles relative to the point of observation. To minimize losses at the septum, the angle 0  should be made close to /3 plus a multiple of 2/3, corresponding to motion of unstable particles parallel to the x-axis. 

[bookmark: _Ref370402797][image: ]
[bookmark: _Ref375572259]Figure 4.44. Third integer resonance separatrix shape and orientation.
During a spill the machine tune is changed by varying the excitation of ramped quadrupoles from their initial excitations toward excitation currents corresponding to a horizontal tune at the resonance value of 29/3. As  decreases, the separatrix shrinks (see equation  ), pushing more particles into the unstable region. Thus, the natural sequence of extraction is to remove the particles with higher betatron amplitudes first. 

When the beam possess a substantial tune spread, this natural sequence is complicated by the possibility that a beam particle’s relative proximity to the separatrix is also a function of its position in the tune distribution in addition to its betatron amplitude.  This gives rise to the undesireable prospect of extraction from multiple separatrices.  The chromatic tune spread can be controlled by a careful choice of the machine chromaticity. However, the space charge tune spread is irreducible and becomes a serious issue at high beam intensities. 

At 8 kW beam power in the Delivery Ring, the space charge tune spread is noticeable, as discussed earlier in section 4.2.1.  To mitigate this effect, we approach the resonance from below (  < 0 ) during the extraction sequence (see Figure 4.5). In this case, particles with higher betatron amplitudes (and smaller space charge tune shift) correspond to the upper side of the tune spectrum, which is closer to the resonance and therefore the natural order of extracting high amplitude particles first is preserved. 
Septum Beam Loss: Analytical Model
At a fixed location in the ring an unstable particle appears at each consecutive turn in different outgoing branches of the separatrix. Only one direction is of an interest for us, the direction towards the septum. The change of coordinate in this direction is therefore calculated after three consecutive turns and is called the “step size.” The step size is an important parameter because the fraction of beam lost on the septum foils (RL) is approximately calculated as the ratio of the septum plane thickness to the step size[footnoteRef:25]. In a more accurrate formulation [79], under optimal conditions, RL can be better approximated by: [25:  The stepsize for Mu2e resonant extraction from the Delivery Ring is approximately 5 mm. With an effective foil plane thickness of 50 m, RL ≈ 1%.] 


[bookmark: _Ref370403616][bookmark: ZEqnNum165200]		

Here dw is the effective septum foil plane thickness, X0 is the projection of the separatrix size, a0, on the X-coordinate, XS is the optimum septum plane position and Xmax is the maximum “reach position” allowed by the machine acceptance. The Xs and Xmax are calculated in the model [79], and a0 is a known function of time. Equation  shows that as the separatrix shrinks during the spill, losses on the foil plane will monotonically decrease due to the reduction of X0.

Figure 4.45 shows results of septum foil plane loss calculation using this model.  The time dependence of a0 (separatrix size) was taken from Synergia2 tracking simulations [82], where the tune ramp, Δν(t), had been optimized. The effective septum foil plane width was assumed to be 50 m.  The red line shows the model expectation for losses with the present Delivery Ring optics and x = 9 m at the ESS. The horizontal beta function at the ESS can be increased to improve extraction performance. For example, x = 15 m can be achieved by a local beta-bump that doubles the beta-function at the Q203 focusing quadrupole. Although this is possible, optics modifications are not currently included in the scope of the project. The plot on the bottom of Figure 4.45 shows efficiency curves for three different values of the machine acceptance: 25, 35, and 50  mm‑mrad. The nominal acceptance of the Delivery Ring is 35  mm‑mrad. Substantial opening of the machine aperture would be required to achieve the same effect as a local doubling of the beta-function.
Septum Beam Loss: Tracking Simulations
The details of beam transport through the extraction channel, and in particular its interaction with the septum wire/foil plane, were studied using the MARS simulation code [81]. The MARS code includes various types of particle interactions with material and the tracking of secondary particles.  The model includes a geometrical description of lattice elements that can be hit by the showering particles: septa, quads, beam pipe, etc. This allows calculation of the beam losses and activation of lattice elements. Only the local losses caused by the scattering in the septum foil plane are taken into consideration.  A particle is considered lost if it does not make it into the spatial and momentum aperture of the extracted beam. Those particles that are scattered back into the circulating beam area are not considered lost. However, about 0.3% of these particles do not fall within the ring acceptance. These particles will be lost eventually somewhere else in the ring. 

The exact accounting of beam interaction with foils makes this simulation the most realistic method of beam loss calculation. The resulting beam losses obtained using the MARS simulation are slightly less than those from the analytical model, as expected. The detailed plots of losses will be presented in the ESS section (4.6.3.1.4) below. A full description of the beam loss simulation studies can be found in [84]. This model was also a part of the broader set of radiation studies that addressed in-tunnel shielding needs (see section 4.5.2.1).
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[bookmark: _Ref370403709]Figure 4.45. Model calculations of the loss fraction (RL) as function of turn number:  Top ‑ for 3 different -functions at the septum: 9, 12 and 15 m. Bottom ‑ for 3 different values of the machine acceptance: 25, 35 and 50  mm‑mrad.
[bookmark: _Ref373999335]Extraction Tracking Simulations
A detailed study of the extraction process has been carried out with tracking simulations using the Synergia2 code [80].  The model for the Delivery Ring has been considerably improved since the Conceptual Design Report [83]. Calculations have been enhanced with realistic magnet ramping, aperture loss filters and spill feedback regulation using the RF knock-out technique (see Sec. 4.6.3.4). Operational procedures for the electrostatic septum alignment and dynamic compensation of the extracted beam angle were also included in the model. Figure 4.46 shows the footprint of the extracted beam in the phase space coordinates (X, X′) without using the dynamic bump (left) and with it (right) (the dynamic bump is discussed in section 4.6.3.3.2). The blue ellipses show the horizontal phase space ellipses that match the extracted beam with 99.9% containment. The extracted beam without the dynamic bump correction is matched to an (unnormalized) emittance of 1.1  mm‑mrad. The matching horizontal beta-function is 10 m. The dynamic bump corrected beam is matched to a 0.6  mm‑mrad emittance and a beta-function of 18 m.

[image: ]
[bookmark: _Ref374000416]Figure 4.46. Extracted beam shapes and matching ellipses without the dynamic orbit angle correction (left) and with it (right). Matching total emittance and matching lattice functions are different.
The ultimate angle spread of the corrected extracted beam is determined by the tune spread in the circulating beam as that causes extraction from different separatrices. In our case the tune spread is dominated by the horizontal chromaticity, which is set to 1.0 to facilitate an adequate mixing of the coherent RFKO excitation (see Section 4.6.3.4). For the full description of the tracking simulation studies see Reference [82]. 
Electrostatic Septum (ESS)
Electrostatic septum design is the most complex and resource consuming element of the Mu2e Resonant Extraction subproject. The design is based on the previous experience of building and operating Electrostatic Septa (ESS) at Fermilab [85]. We also capitalize on a more recent experience with the Tevatron high voltage Electrostatic Separators. 

There have been significant advances in ESS science and technology since the last Main Injector septum was manufactured at Fermilab. Moreover, rapidly growing beam intensities in a new generation of experiments and applications require more stringent limitations on beam losses and field stability. Therefore, we have undertaken a series of R&D studies and prototype assemblies aimed at achieving the best septum design in light of the recent progress in this field. As much as possible, we also use the recent experience of building and operating electrostatic septa at other labs.

Figure 4.47 shows the generic design of the ESS. The high electrostatic deflecting field region is created in the gap between the thin wire or foil plane (1) and the titanium cathode (2). Foils are kept at zero voltage and mounted on the grounded C-shaped aluminum frame (3) that overlaps with the circulating beam area. The cathode is connected to negative high voltage via feed-throughs (4) and is isolated from the rest of the structure with high voltage standoffs (not shown in Figure 4.47). 

[bookmark: _Ref370570486]The stability of the deflecting field is very important as high voltage discharges can potentially destroy the foils. Foil breakage limits the lifetime of the septum. Broken foils must be immediately removed from the high field area to avoid short-circuiting the foil plane to the cathode. This is done with cantilevered retraction springs (5). 
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[bookmark: _Ref374003907]Figure 4.47. A cross section of the Fermilab Electrostatic Septum showing: - wire/foil plane, -cathode, -C-shaped frame, - high voltage feed-through, -retracting spring, -clearing electrodes.
The circulating beam is surrounded by two clearing electrodes (6) from top and bottom that create a low electric field to remove ionization in the residual gas. The flatness of the foil plane is critical to the extraction efficiency.  When extraction is not necessary, the foil plane must be moved away from path of the beam.  Fine alignment of the foil plane is also very important, so that both upstream and downstream sides can be moved independently with an accuracy of better than 100 m. Movement of the foil plane can be accomplished by either placing motion devices inside the vacuum or by moving the septum vessel as a whole.
Septum geometry
The ESS consists of two modules that straddle a focusing quadrupole (Q203). This maximizes the kick efficiency in the septum. Another advantage of this geometry is that the deflection of the extracted beam in the first module creates a substantial gap between the circulating beam and the foil plane in the second module.
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[bookmark: _Ref374033394]Figure 4.48. Plan view for the MARS tracking in the extraction channel. Main lattice elements are marked with labels. Only extracted beam and a small fraction of the circulating beam are shown. Black traces show protons, secondary particles are shown in other colors.
Figure 4.48 shows beam tracking with MARS code through the two electrostatic septa ESS1and ESS2, quadrupoles Q203 and Q204, and the extraction Lambertson, ELAM. Only a small fraction of the circulating beam – beam originating close to the septum plane – is shown. The black traces correspond to protons; the colored traces represent secondary particles. Circulating beam and extracted beam start to separate in ESS1 due to deflection in the electrostatic field. This separation becomes substantial in ESS2, and consequently there are practically no losses there. The circulating beam in ESS1 remains close to the foil plane, continuing to contribute to losses due to its angular spread. This component of the losses can be minimized by reducing the length of ESS1 and increasing the ESS2 length so that the total kick remains unchanged. Figure 4.49 shows losses as a function of beam angle misalignment for different ESS1/ESS2 length combinations: the red points correspond to equal lengths, L1/L2 = 1.5m /1.5 m; the green points, to 1.0 m/2.0 m; the blue points to 0.7 m/2.3 m and the purple to 0.5 m/2.5 m. There is little difference in beam loss in the vicinity of the optimal beam angle for the different septa lengths. The losses increase for longer ESS1 lengths at larger angles. Therefore, reducing L1 gives more tolerance for the beam angle spread. There is little difference across the whole range between the 1 m and 0.7 m sets. From both performance and fabrication standpoints, it becomes impractical to increase the length of the ESS2 any further. Indeed, as the beam gap becomes smaller in ESS2 it becomes more difficult to maintain its alignment in this gap. At larger angles, the beam starts crossing the ESS2 foil plane and losses grow as manifested in the 4th set of points in Figure 4.49.
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[bookmark: _Ref374033482]Figure 4.49. Total septum loss fraction versus beam incident angle misalignment for various ESS1 lengths: Red points: L1 = 1.5 m; Green – L1 = 1.0 m; Blue- L1 = 0.7 m; Purple- L1 = 0.5 m. The combined length of both septa is preserved: L1 + L2 = 3 m.
As there is no advantage of L1 = 0.7 m over L1 = 1.0 m, the latter is the preferred choice due to the physical and technical challenges of building and operating a longer ESS2.

Note that the optimal angle for all cases is different from zero. The reason for this is the asymmetry of beam conditions on different sides of the septum plane. For beam that is parallel to the foil plane in the field free region, particles have a chance to cross the septum due to the angular spread in the beam. This is not the case on the other side of the foil plane: particles are quickly deflected away from the plane by the strong electrostatic field. Therefore the fraction of particles crossing the plane can be reduced by aligning the beam slightly away from the septum plane in the field free region.
Septum foil choice
The most significant difference between the Mu2e ESS design and previous designs at Fermilab, is switching from a multi-wire septum plane to one made of thin foil strips. A wire plane minimizes the amount of material exposed to the beam, but wires are extremely delicate and are more difficult to handle than foil. Most importantly, wires are prone to breakdowns due to high voltage discharges. Foils are more stable mechanically and, therefore, should be preferred whenever possible. Moreover, it is not practical to use wires of less than 100 m diameter due to their short lifetime. Tungsten and Molybdenum foils are readily available from industry in 50 m and 25 m thicknesses. 
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[bookmark: _Ref370404025]Figure 4.50. Fraction of beam lost in the septum plane versus the incident angle of the beam with respect to the septum plane. Red points:  50 m W foil strips plane (2mm/4mm); Green points: 50 m W solid foil plane; Blue points: 50 m “black hole” plane; Purple points: 100 m W wire plane with 2 mm spacing.
The implications of the septum plane material composition for beam loss have been studied with the extraction channel MARS model [84]. Figure 4.50 shows a conservative comparison of losses in various septum materials. The blue markers show fractional losses in a 50 m thick layer of “black hole” – imaginary material that absorbs everything incident on it. Green points represent a solid tungsten plane of 50 m thickness. Tungsten foil ribbons, 50 m thick and 2 mm wide, spaced by 4 mm center-to-center are shown in red. The beam loss performance of 50 m tungsten foils is very similar to that of 100 m diameter tungsten wire (purple) at small angles. Therefore wires do not have an apparent advantage if the beam angle is well controlled. 
Diffuser plane
According to Figure 4.49 and Figure 4.50, the best condition for the lowest septum losses is a narrow beam angular spread and correct alignment of the septum to the beam angle. In this case, losses are minimal and are dominated by those particles that travel a substantial distance through the foils. These losses can be reduced further with pre-scattering in light foils or wires in front of ESS1. If these pre-scattering foils are aligned with the foils of the septum, they will affect selectively only the small fraction of beam particles that are the most susceptible to becoming lost. The length of the diffuser must be sufficient to allow weakly scattered particles to gain sufficient deviation from their original path and miss the foils of the main septum. The particles that are scattered in the diffuser will then pass through the main septum area without scattering; either with the circulating beam or in the extraction channel where they will receive the full kick of the septum and become cleanly extracted. 

Figure 4.51 shows an angle scan made in the MARS tracking simulation for 50 m thick tungsten foils (2 mm width/4 mm pitch) with a 30 cm long diffuser (green points) and with no pre-scattering (red).  Pre-scattering is the most effective for head-on beam that is perfectly aligned with the septum plane. Therefore the effect of the diffuser is reduced because of the non-zero optimal beam angle discussed above. Nevertheless, there is an approximate 25% reduction of losses for a narrow range of small angles. As seen in Figure 4.51, this method does not give any advantage at large angles; good alignment and narrow angular spread in the beam are required to take full advantage of pre-scattering.
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[bookmark: _Ref373272345]Figure 4.51. Fraction of beam losses in the 50 m tungsten thick foil strip septum (2mm wide, 4mm pitch) with (green points) and without (red points) a 30cm long carbon foil strip diffuser in front of the septum plane.
Foil width and spacing choice
The dimensions of the foil strips are determined primarily to minimize the material in the path of the beam while keeping them strong enough to maintain stability and durability in an environment of strong mechanical and electrical forces. The possible foil shapes and dimensions are also constrained by the variety of products currently offered by industry. A width of 1 mm appears to be a good starting point as foils of different materials with this width are commonly available on the market in a wide range of thicknesses.

The amount of beam loss due to the beam interaction with the septum plane depends on the effective septum plane thickness, which is determined not only by the foil thickness itself, but also by its flatness, foil sag in the electrostatic field, curling, and tilting of the strips. To study such effects and the mechanical properties of foils, we are building a mechanical testing bench that we call the Prototype-I (see section 4.6.3.2.5 below).

Foil spacing is constrained by the depth of the electrostatic field penetration into the circulating beam region.  If the field penetration extends deep into the circulating beam area and reaches a region of high beam density, the positive ions that reside there by virtue of beam interactions with the residual gas will be directed into the field region by the penetrating field. The presence of ions in large quantities in the vicinity of the foils causes electric discharges between the cathode and the foil plane, which is the principal determiner of the maximum achievable electric field strength.

ANSYS v14 3D electrostatic field calculations were used to determine the field map and optimize the foil spacing. The ion clearing field formed by the electrodes above and below the circulating beam, held at constant voltages of -8 kV and -5 kV, were also included in these calculations. 

Table 4.19 shows the depth of the high field penetration with the regular foil structure. Penetration is fairly shallow for center-to-center spacing below 4 mm. But we would like to take one further step and model the system with one missing foil.  This can help avoid the situation where a foil failure would result in creating discharge conditions that could lead to a cascade of failures at adjacent foils. Table 4.20 shows the distance of penetration in the case of one missing foil.

[bookmark: _Ref374182297]Table 4.19. Field penetration for a fully intact foil plane.
	Foil Spacing 
(mm, center-center)
	Gap Size 
(mm)
	Extension of cathode field into circulating beam region (mm)

	2
	1
	1.1

	2.5
	1.5
	1.4

	3
	2
	1.8

	4
	3
	2.9


[bookmark: _Ref374694506][bookmark: _Ref264146048]Table 4.20. Field penetration for a foil plane with a single missing foil.
	Foil Spacing 
(mm, center-center)
	Gap Size 
(mm)
	Extension of cathode field into circulating beam region with missing foil  (mm)

	2
	3
	4.3

	2.5
	4
	6.3

	3
	5
	11.8

	4
	7
	16.9



Based on these calculations, a center-to-center foil spacing of 2 - 2.5 mm should be chosen. Results shown in the tables are illustrated in Figure 4.52 and Figure 4.53, which show the field intensity at different distances away from the foil plane into the circulating beam region using two different clearing electrode voltages.  Positive field strength pulls ions towards the cathode. When the field is negative, ions would stay in the circulating beam region and be eventually trapped in the clearing electrodes.

As the voltage on the clearing electrodes is increased, the high field penetration depth is decreased.  When voltages on the clearing electrodes are substantially reduced, as seen in Figure 4.53, the high field region will penetrate a significant distance into the circulating beam region between the foils in the fully intact region when a foil is missing. This effect is best seen at 0.025 m and 0.075 m.
[bookmark: _Ref375300250]ESS Prototypes
A first stage prototype of the foil plane frame has been constructed to study foil mechanical properties, plane flatness, and assembly methods. These studies are in progress. Foil alignment is measured with an optical profilometer that provides surface position measurements with submicron accuracy both across and along the ribbon directions. A view of the prototype at the optical stand is shown in Figure 4.54.  

A second stage prototype (Prototype-II) is also in preparation.  To save on the prototype cost, an existing Tevatron horizontal electrostatic separator will be reconfigured into an electrostatic septum.  A cross section of the separator at the high voltage feed-throughs is shown in Figure 4.55.  There are two ion pumps mounted on the vacuum chamber that will be reused. 

The prototype will be connected to a high voltage power supply and tested under vacuum. Cathode conditioning techniques can be evaluated as well as the vacuum performance of the system.  The test aims to achieve stable operation at -150 kV and higher with a 15 mm gap between the septum plane and the cathode. This setup can also be used to test the design of the septum moving mechanism in vacuum.

[bookmark: _Ref374184128][image: ]
[bookmark: _Ref374525180]Figure 4.52. Field intensity for various distances off the foil plane with -8 kV/-5 kV clearing electrode voltages. The horizontal axis shows the position along the beam direction in a small region centered on a missing foil.
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[bookmark: _Ref374186249]Figure 4.53. Field intensity for various distances off the foil plane with -4 kV/-2.5 kV clearing electrode voltages. The horizontal axis shows the position along the beam direction in a small region centered on a missing foil.
[bookmark: _Ref374000808]Ramped magnets and power supplies
Figure 4.43 shows the placement of the magnets that support slow extraction. There are three types: sextupoles to excite the resonance, quadrupoles to ramp the tune, and trim dipoles to create a dynamic bump. We shall discuss each of them separately. There is one common characteristic of all three types. All magnets are capable of supporting fast field changes through the spill and, in particular, returning to their initial field setting within a short reset time before start of the next spill. Table 4.21 summarizes the main specifications for all magnet types. Numerical analysis has been performed to study possible effects of the AC field on mechanical stresses, field quality degradation and residual field in the end of the spill. Results of these studies, reported in [86], confirm that the magnet choices are suitable for the designed mode of operation. 
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[bookmark: _Ref374004615]Figure 4.54. First stage prototype at the optical test stand. The stand provides surface elevation measurements along and across ribbons at sub-micron accuracy.
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[bookmark: _Ref374004650]Figure 4.55. Tevatron horizontal separator cross-section at high voltage feed-throughs.
Tune squeeze magnets
Moving the machine tune to the resonance point during the spill and then resetting it to its t = 0 value is done by ramping a circuit of three fast quadrupole magnets. These quadrupoles are located near the middle of each straight section of the Delivery Ring. Due to their large separation, each magnet has its own power supply. The magnet specifications in Table 4.21 are satisfied by using the former Cooling Ring’s CQA type quadrupoles. These magnets are available in storage and minimal refurbishment is needed to prepare them for operation. The tune ramp profile is selected to provide a uniform spill rate. The integrated quadrupole gradient dependence on time can be calculated from that curve according to
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where B is the beam rigidity, and  is the horizontal beta-function at the magnet locations. The gradient is calculated using the (t) obtained from the Synergia2 tracking simulations. The resulting gradient curve is shown in Figure 4.56. The main specifications for the magnet power supplies are shown in Table 4.22. Full details of the power supply studies can be found in Ref. [87].

[bookmark: _Ref374182643]Table 4.21. Specifications for the Resonant Extraction magnets. 
	Magnet
	Quantity
	Base* Integrated gradient
	Integrated
gradient excursion
	Base* Current [A]
	Max Current
Excursion [A]
	Max
supply
Current [A]
	Max dI/dt [A/sec]

	Sextupole (ISA)
	6
	80 T/m
	32 T/m
	200
	±80
	300
	16,000

	Tune Quad (CQA)
	3
	0
	0.2 T
	0
	80
	100
	16,000

	DEX Trim (NDB)
	4
	ND
	0.014 Tm
	ND
	14
	±40
	1,400


*Base values are assumed at t = 0
[bookmark: _Ref373677451][bookmark: _Ref373601032][image: ]Figure 4.56. Excitation curve for the tune ramping quads calculated in the Synergia2 simulations.
Water cooling is not required for continuous operation in this mode. Due to the very sharp slopes at the beginning and end of the ramp, substantial driving voltage is required from the power supplies. The power supply choice is based on the booster switchers.  Two 65 A units will be connected in parallel to make a 160 – 180 V switcher with a 130 A maximum.

Each loop will need of order 1.7 kW.  At 100 A the IR voltage will be ~17 V, leaving ~160 V for the necessary L∙dI/dt, allowing for a maximum dI/dt of 74,000 A/sec at a peak current of 100 A. 

[bookmark: _Ref375061180]Table 4.22. Specifications for the Resonant Extraction magnet power supplies.
	[bookmark: _Ref373601671]Magnet
	N
	Imax, [A]
	I_base, [A]
	I, [A]
	Max dI/dt [A/sec]
	Regulation accuracy, %
	Regulation stability
	Curve accuracy
	Ripple, %

	Sextupole (ISA)
	6
	300
	200
	±80
	16,000
	<0.5%
	<0.5%
	<0.5%
	<1%

	Tune Quad (CQA)
	3
	100
	0
	80
	16,000
	<0.5%
	<0.5%
	<0.5%
	<0.05%

	DEX Trim (NDB)
	4
	±40
	ND
	±14
	2,800
	<1%
	<1%
	<1%
	<1%


[bookmark: _Ref370404559]
[bookmark: _Ref374630281]Dynamic bump
Figure 4.57 illustrates the simulation’s beam phase space outside the separatrix in normalized coordinates (x, x′+x′) at different times in the spill cycle. As the separatrix is squeezed, the beam angle (x′) at the septum (foil) plane position is changing. 

This results in the growth of losses at the septum. To keep beam at the optimal angle with the septum plane throughout the spill, an orbit correction can be dynamically applied using a local orbit angle bump, henceforth referred to as the Dynamic Bump or the Dynamic Extraction Bump (DEX bump). The required 4-bump can be built with four correctors positioned as shown in Figure 4.43. The orbit angle correction is zero at the beginning of extraction and reaches its maximum value of 0.4 mrad at the end of the spill. The DEX bum ramp is shown in Figure 4.58.

Debuncher style corrector magnets (NDB) will be used for the DEX bump. The plot shows the magnet current needed for the standard configuration. Due to a very fast ramp-down at the end of the cycle and high magnet inductance (0.4 H), the voltage needed to drive this curve is substantial. The Booster switch mode power supplies will be used for these magnets. The two magnet coils will be powered in parallel. In this case the total current needed will increase but the driving voltage will decrease by a factor of two.  A standard 65 A unit will be upgraded by installing higher voltage FET’s and filter components to produce a unit that is capable of 350 V output.  Each magnet will need of order 1.0 kW. Thus, the four magnets can be supported from a single 350 V bulk power supply.  At 40 A the IR voltage will be ~22 V, leaving ~328 V for the required L∙dI/dt, allowing for a maximum dI/dt of 3,120 A/sec at a peak current of 40 A.

[image: ]
[bookmark: _Ref371531857]Figure 4.57. Path of unstable particles in the phase space of normalized coordinates at four different excitations of the tune squeeze quads during an extraction ramp as seen at the upstream end of ESS1. The change in ordinate value at which a path crosses the septum foil plane (vertical line) indicates a change of x′ for particles entering ESS1 as the spill progresses.
Sextupole magnets
The strength of the resonance coupling constant g, defined in Equation , is controlled by two families of harmonic sextupole magnets. These sextupoles will be combined into two groups of three magnets in two of the Delivery Ring straight sections, as shown in Figure 4.43. These magnets are located at the main focusing quads, so the 60º phase FODO cell advance makes a convenient summation for the third harmonic strength over these locations. The phase contribution of each circuit to the coupling constant differs by about 90º, which is also very convenient for the phase adjustments. 

[bookmark: _Ref370480163][bookmark: _Ref371532363][image: ]
[bookmark: _Ref264126094]Figure 4.58. Current in the DEX bump corrector with the largest strength as function of spill time.
The required parameters for these sextupoles are satisfied with an ISA-type magnet, used in the Fermilab Main Injector. No spare magnets of this type are readily available, so these magnets will be built at Fermilab using existing designs and tooling. Each of the two sextupole groups is powered by separate supplies. In the minimal design scenario, sextupole magnets will be run in DC mode, providing a constant field. However more complex modes of operation may become desirable to improve slow extraction performance. For example, if the dynamic bump turns out to be destructive due to aperture limitations, an alternative solution would be to compensate the beam angle at the septum by rotating the separatrix: i.e. adjusting the phase of the sextupole harmonic strength, making the angle 0 (in Figure 4.44) variable during the spill. Figure 4.59 shows the current curves calculated for each of the two sextupole circuits to provide this separatrix rotation and constant beam angle at the septum plane during the spill. 

We would like to retain the ramping capability in the design of the magnets and power supplies. To accomplish this, magnet cores must be fabricated with laminated steel. Ramp curves shown in Figure 4.59 are representative of a wide range of applications and they have been used in both magnet and power supply studies in references [86] and [87].  The power supply design is based on the existing Booster trim 65 A switch mode supply.  Six 65 A units will be connected in parallel to make a 160 – 180 V switcher that provides a 300 A maximum current. Each circuit will need 2.8 – 3.0 kW of power.  At 257 A the IR voltage will be 18 V, leaving ~150 V for the required L∙dI/dt, allowing for a maximum dI/dt of 19,200 A/sec at a peak current of 300 A.
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[bookmark: _Ref371530802]Figure 4.59. Sextupole ramp for the dynamic correction of the separatrix angle.
[bookmark: _Ref371668657]RF Knock-Out
It is desirable that event rates in the Mu2e detector systems be uniform during the spill.  Therefore, it is important to maintain the spill rate as constant as possible. The bulk of this requirement is satisfied by implementing the feed forward curve of the quadrupole circuit driving the machine tune to the resonance point. The ramp curve depends on many factors that are difficult to calculate, therefore it will be determined empirically through learning algorithms built into the regulation logic. This will provide a coarse regulation that can flatten the spill rate on average. However, there could be beam conditions and fast variations of the machine, such as machine tune ripples that cannot be regulated by these magnets due to their relatively slow response. A faster means of regulation, up to 1 kHz, is offered by the RFKO technique. This technique was recently proposed for use in medical applications in Ref. [88], [89] and since then has become an important tool for slow spill intensity control. This method uses the transverse heating of the beam as a way to control the beam phase space density at the separatrix boundary and, therefore, the extraction rate. Horizontal excitation of the beam in the Delivery Ring will be implemented with an old Tevatron style damper kicker, the main parameters of which are summarized in Table 4.23.

[bookmark: _Ref374182934]Table 4.23. Parameters of the RFKO kicker
	Parameter
	Value

	Strip line length
	1.4 m

	Gap
	6.35 cm

	Max power
	1 kW

	Max kick angle
	0.8 rad



The kicker signal is FM modulated within a frequency range covering the beam tune spread. Different kinds of modulation strategies were studied in simulations [90]. Simulations show that there must be a non-zero chromatic tune spread (in the beam in addition to the space charge tune spread) to effectively transform (mix) beam coherent excitations into horizontal beam heating. However, large chromaticity leads to extraction coupling with the momentum distribution and requires a larger FM bandwidth that slows down the heating process. Another negative consequence of a large tune spread is that particles of differing energy in a non-monochromatic beam are extracted from different separatrices, which increases the effective angular spread of the extracted beam resulting in greater septum losses. Chromaticity will have to be carefully optimized to provide adequate mixing while keeping the negative effects small.

The RFKO high level electronics will be implemented with Amplifier Research solid state power amplifiers at up to 1 kW power. AM and FM modulation for these amplifiers will be done by the RFKO control logic, which is an essential part of the spill regulation system that will be discussed in Section 4.6.3.6.
[bookmark: _Ref371412181]Spill monitoring
Spill monitoring will be accomplished by a Wall Current Monitor (WCM) located in the external beamline.  A WCM was chosen because it is a passive device that detects the beam structure through its image current rather than direct interaction.  This design choice was made as part of the overall effort to minimize beam loss in the resonant extraction process.

A prototype of the WCM has been built and tested, and can be installed as a working unit with no further fabrication cost. The WCM utilizes a widely used technique for measuring pulsed beam intensities. Due to the very low intensities of the extracted beam (3×107 protons per pulse) special consideration is required to increase its impedance and improve its sensitivity at low frequencies. 

The WCM consists of a beam pipe gapped by a ceramic break. Resistors are placed across the gap to generate a voltage when the beam image current reaches the gap. The beam pipe-gap combination is surrounded by magnetic material primarily to dampen the current that is sourced from the ceramic gap. In addition, a stainless steel shell encloses the ceramic gap and magnetic cores to contain the stray fields. Figure 4.60 shows the WCM prototype as built. 

The electrical model of the wall current monitor is a parallel RLC circuit that can be divided into two frequency regimes as follows. The high frequency response is dominated by the gap capacitance and the total equivalent resistance of the resistors across the ceramic gap. The low frequency response is dominated by the inductance of the cores in parallel with the resistors across the gap. It is important in our case that the flat part of the frequency response extends to the low frequency region down to the beam revolution frequency of approximately 590 kHz. The microwave model of the WCM was developed and studied with Microwave Studio software before designing the prototype. 

[image: ]
[bookmark: _Ref373861757]Figure 4.60. The WCM prototype on the test bench. The gap is surrounded by a stainless steel shell and 12 ferrite cores.
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[bookmark: _Ref373876107]Figure 4.61. Signal response to 1 A peak current pulses. Horizontal scale is time in sec. The green trace is a single shot and blue trace represents averaging over 16 samples.
Based in the positive results of the simulations, a prototype was built and tested. The detailed results of the simulations and prototype testing are described in Reference [91].  Figure 4.61 shows the signal response of the prototype with an 80 dB amplifier to short pulses of 1 A peak current separated by 2 sec time periods. The green trace shows a single shot response, the blue trace is the response averaged over 16 samples and the yellow trace shows the input signal in Volts.

Although these lab tests represent ideal conditions and the noise floor in the tunnel environment is much higher, the test signal used was an order of magnitude smaller than the real bunch signal, so there is a good confidence that this design will satisfy the requirements of the Spill Monitor.
[bookmark: _Ref373913332]Spill regulation
Spill rate error is defined as the difference between the actual spill rate measured by the Spill Monitor (SM) and the desired (ideal) spill rate. Spill regulation is achieved by feeding the spill error signal through the adaptive learning filter back to the RFKO kicker and the ramping quad circuit to correct the spill rate. The SM signal is amplified with a 60-80 dB amplifier in the tunnel. This output is sent to an analog signal conditioner that scales the signal to use the full dynamic range of a 14-bit ADC. The ADC board is a VME64X digitizer that has 4 channels of 125 MHz 14-bit ADC and 4 DAC channels. It also has an FPGA programmed to perform signal processing on each of the ADC channels. The signal processing components are an NCO, Cascaded Integral Comb (CIC) filter and Finite Impulse Response (FIR) filter. The output is an In Phase (I) and a Quadrature (Q) pair used for amplitude and phase computation of the processed signal. Before the spill signal is down-converted, a few cycles must be averaged to improve the signal-to-noise ratio. This operation is also performed in the FPGA.

The rest of the logic resides in the crate controller, implemented in the form of an MVME5500 processor running VXWORKS real-time operating system. The principal elements of the regulation system include:
· FM modulation.
· Amplitude Regulation of the FM signal using feedback.
· The difference between ideal (constant) spill and the measured spill rate. 
· Integration of the spill rate after down-conversion to compare it with the ideal circulating beam intensity in the Delivery Ring. This portion could be used to regulate the quad circuit.
· Cycle-to-cycle learning algorithm based on adaptive learning whose output is summed with the feedback loop. Its inputs are the ideal beam intensity and the integration of the spill rate measured by the wall current monitor.
· The Amplitude regulation index value is set by the feedback and learning portions of the regulation loop.
· The learning loops are based on adaptive Least Mean Square (LMS) and Finite Impulse Response (FIR) filters whose outputs are summed with feedback loops.
The block diagram of the regulation logic is shown in Figure 4.62.
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[bookmark: _Ref373933291]Figure 4.62. Block diagram of the spill regulation system.
The central frequency of the FM modulation has to track the betatron sideband frequency to heat the beam most effectively. Therefore, the central frequency depends on the quadrupole circuit ramp that drives the machine tune. The quadrupole ramp is shown as the right leg in the diagram of Figure 4.62. The tune ramp can be run open loop or it can be included into the regulation logic as shown by the dashed line. More detailed description of the regulation system can be found in Ref. [92].
Resonant Extraction Risks
High Beam Loss
The principle risk for the Resonant Extraction subproject is that of poor extraction efficiency and the resulting higher than expected beam losses. The design value for extraction beam loss is 2% or less. Detailed extraction simulation studies show that for losses higher than 2%, the installation of costly additional shielding may be necessary to protect personnel at ground level in the vicinity of the extraction region [64] (see also section 4.5.2.1). Moreover, high residual radiation in the tunnel imposes a substantial radiation hazard to personnel conducting accelerator maintenance work. This hazard can be mitigated by a longer cool down time before the tunnel work is performed. Ultimately, higher than expected extraction beam losses would limit the beam intensity delivered to the Mu2e production target to a level that maintains prompt radiation dose rates within acceptable limits.
Reduction of Aperture due to Dynamic Extraction Bump
Another risk is also related to the beam losses caused by the potential conflict between machine acceptance and fast orbit deflections due to the dynamic extraction bump. This risk is largely mitigated by including a fast ramping capability into the design of the harmonic sextupole magnets, so that the function of the dynamic bump could be replaced by a phase rotation from the variation of the sextupole strength, as described earlier.
A Possible Opportunity to Reuse Spare Sextupole Magnets
Presently there are a number of ISA sextupole magnets in storage at Fermilab that are designated as special process spares for the Main Injector. These magnets are likely to be consumed by planned Recycler upgrades. However, considerable cost savings would be realized if one or more of these spare magnets became available for use by the Mu2e project.
Resonant Extraction Quality Assurance
The design of the Resonant Extraction system has been validated through numerous analytical and numerical simulation studies. Simulation tools used in these studies have also been benchmarked between each other and with other codes on similar tasks. This design has also been discussed and reviewed by peer experts on many occasions. The technical requirements determined in the design studies have been formulated in the set of specification documents for the hardware elements. Those hardware elements that contain any uncertainties have been or will be prototyped and tested. All magnets fabricated for the Resonant Extraction system will be measured in the Technical Division Magnet Test Facility using final versions or prototypes of the ramped power supplies. All hardware design, fabrication and installation will be compliant with standard Fermilab practices and the Fermilab Engineering Manual. 
Resonant Extraction Installation and Commissioning
Installation of the Resonant Extraction tunnel hardware will proceed during and after beam operations for the g‑2 experiment. During the g-2 run all magnets and the RFKO kicker can be installed because their apertures are compatible with the g-2 aperture requirements. The Spill Monitor will be installed in the AP30 portion of the beam line and can be used for the g-2 diagnostics as well. The Electrostatic septa present certain conflicts with the g-2 extraction kicker. Consequently the ESS installation schedule will be coordinated within the framework of the Muon Campus program. Commissioning of Mu2e Resonant Extraction will be a lengthy process and therefore must be started as soon as it can be accommodated in the Muon Campus schedule.
[bookmark: _Ref373933290]Delivery Ring RF System
RF Systems Overview
Figure 4.1 at the beginning of this chapter shows the required longitudinal structure of the beam to be delivered to the Mu2e production target. The required beam consists of a train of narrow (<250 nsec FW) pulses separated by the revolution period of the Delivery Ring (1.695 sec). The interval between pulses will ultimately be cleared of beam such that the ratio of in-time beam to out-of-time beam is less than 10-10. This structure is necessary for the reduction of prompt backgrounds in the Mu2e experiment. Wider pulses would require a delay in the live gate for the Mu2e detectors thereby reducing the live-time of the experiment.

The narrow pulses of the required longitudinal structure are created by a 2.5 MHz RF system in the Recycler Ring and preserved in a 2.4 MHz RF system in the Delivery Ring. The extinction between pulses is accomplished by the extinction system, which will be covered in section 4.9. A summary of RF system parameters relevant to Mu2e operation is given in Table 4.24.
Recycler Ring RF Manipulations
The required longitudinal structure of the beam will be largely accomplished by a 2.5 MHz RF re-bunching sequence in the Recycler Ring. This RF sequence will re-bunch the train of 53 MHz bunches that constitute a proton batch into four 2.5 MHz bunches that occupy one seventh the circumference of the Recycler Ring. The Recycler Ring RF upgrades required to accomplish this are contained within the scope of the Recycler RF AIP [9]. 

Each of the four 2.5 MHz bunches will be synchronously transferred, one bunch at a time, to the Delivery Ring, where the beam is held in a 2.4 MHz RF stationary bucket during resonant extraction. The final longitudinal phase space beam distributions in the Recycler prior to transfer to the Delivery Ring are shown in Figure 4.63. The proton bunches that are transferred to the Delivery Ring show artifacts of the original 53 MHz bunch structure.  As can be seen in Figure 4.63, the entire bunch length, including most of the tails, is contained within the 250 nsec full beam width requirement of Table 4.3[footnoteRef:26]. [26:  99% of the beam is contained within ±80 nsec. The beam is extinguished to the 10-4 level outside of ±110 nsec.] 


[bookmark: _Ref374191757]Table 4.24. Recycler and Delivery Ring RF Parameters
	Parameter
	Value
	Units

	
	
	

	Recycler Ring 2.5 MHz Bunch Formation RF System

	Harmonic Number
	28
	

	Frequency
	2.515
	MHz

	Peak Total Voltage
	80
	kV

	Number of Cavities
	7
	

	Duty Factor
	40
	%

	Bunch Formation time
	90
	msec

	
	
	

	Delivery Ring 2.4 MHz RF System

	Harmonic Number
	4
	

	Frequency
	2.360
	MHz

	Peak Total Voltage
	10
	kV

	Number of Cavities
	1
	

	Duty Factor
	40
	%



Synchronous Transfer to the Delivery Ring
[bookmark: _Ref282682121][bookmark: _Toc319136807]To minimize beam loss during extinction, the Delivery Ring RF system must synchronously capture the proton bunches from the Recycler and maintain a matched RF bucket throughout resonant extraction. The Recycler Ring is roughly seven times the circumference of the Delivery Ring. Consequently the Recycler RF harmonic number is seven times greater than that of the Delivery Ring. Moreover, the Recycler Ring is operated farther from transition than is the Delivery Ring[footnoteRef:27]. These two circumstances indicate that the Recycler RF bucket can be matched with a relatively small cavity voltage in the Delivery Ring. The flat-top voltage of the Recycler RF sequence is 80 kV. To match this, only 8 kV is required from the Delivery Ring RF cavity.  [27:  The Recycler Ring  = -0.00876, the Delivery Ring  = 0.00607.] 


Beam transfer to the Delivery Ring will involve a synchronous bucket-to-bucket transfer with a frequency hop due to the fact that the ratio of Recycler to Delivery Ring circumference is not an integer. The digitally synthesized Low Level RF (LLRF) system will provide exact phase crossing alignment to facilitate these transfers. A similar system was used during Tevatron Collider Run II for Main Injector to Debuncher beam alignment during antiproton stacking.
Delivery Ring Longitudinal Dynamics
Since the proton bunch arrives in the Delivery Ring with a good deal of filamenting (see Figure 4.63), a precise match of the RF bucket to the incoming beam is not possible. Consequently, there will be significant variation of the bunch length and energy spread with time as the bunch tumbles in the Delivery Ring RF bucket (see Figure 4.64).
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[bookmark: _Ref374190902][bookmark: _Toc319136806]Figure 4.63. Longitudinal phase space distribution of protons in the Recycler Ring after the completion of the bunch formation sequence as calculated by an ESME [93] simulation.  The top plot is a scatter-plot of the energy-phase coordinates of each proton. The individual 53 MHz bunches are separately colored. The bottom plot gives the projection of this distribution on the phase axis. Each degree of phase is approximately 31 nsec of pulse length. Artifacts of the original 53 MHz modulation of the beam are clearly visible.
This motion in the RF bucket throughout the spill causes substantial changes in the shape of the pulses delivered to the Mu2e target. Figure 4.65 shows the beam longitudinal phase space at two positions in the synchrotron motion a quarter of a synchrotron period apart. The pulse time distributions are very different at these two extremes of the bunch orientation in longitudinal phase space.
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[bookmark: _Ref374192039][bookmark: _Toc319136808]Figure 4.64. Water fall display of the variation of the proton bunch time profile as the bunch rotates in the 2.4 MHz RF bucket. A trace is plotted every 1.35 msec over the course of the spill. The vertical axis is time relative to the start of the spill. The horizontal axis is Delivery Ring phase (1° = 4.708 nsec). The period of the modulation is approximately one half of the small amplitude synchrotron period (Tsync = 25.6 msec).
Interactions of the beam with itself and with the wakefield it leaves in the RF cavity have the effect of pushing some high amplitude protons into the tails of the longitudinal distribution. An ESME tracking simulation that includes space charge effects and the impedance of the RF cavity has been developed to study this effect [94]. Figure 4.66 shows the simulated proton time distribution of a single bunch 38 ms into the spill. Beam extracted from the Delivery Ring must have an out-of-time extinction level at or below 10-4 for the external extinction system to meet the requirements of the experiment (see section 4.9). Figure 4.66 demonstrates that this requirement is easily met.
Overview Delivery Ring 2.4 MHz RF Hardware
A peak RF voltage of approximately 10 kV with a 40% duty factor will be needed. The Delivery Ring 2.4 MHz cavity will be a single ferrite-load cavity of the type being manufactured for the Recycler Ring 2.5 MHz RF system. Transient beam loading will be pronounced as single bunches are circulating in the Delivery Ring. Power amplifier requirements are somewhat relaxed since the average beam current of a single bunch is only a quarter of a proton batch (11012 protons).  The power amplifier for the Delivery Ring RF system will consist of a solid-state amplifier similar to what is presently used for bunch coalescing in the Main Injector. Table 4.25 shows the physical parameters of the Delivery Ring 2.4 MHz RF system.

[image: ]
[bookmark: _Ref319059431][bookmark: _Toc319136809]Figure 4.65. Results of an ESME longitudinal tracking simulation of the Delivery Ring. The extremes of the proton pulse time distributions are illustrated by two locations in the synchrotron motion of the beam a quarter of a synchrotron period apart. The plots on the left occur at a minimum (t =47 msec) in the time profile width in Figure 4.64. The plots on the right correspond to a pulse width maximum (t = 54 msec). The top plots show energy versus time for each proton tracked; the bottom plots show the projection of the phase space distribution on the time axis. The time axis on all plots goes from -200 nsec to +200 nsec.
[bookmark: _Ref290637944]Low Level RF System
The Mu2e low-level RF (LLRF) system will draw on experience from the Recycler LLRF system, as shown in Figure 4.67.  The LLRF system will be used to operate one 2.4 MHz Ferrite loaded cavity and it will have precise control over the cavities amplitude, phase and frequency. The hardware used to do this will reside in a VXI crate.  The RF clock signals will come from a stable 50 MHz master oscillator and will be used to provide the RF clock to the Delivery Ring System.  The Radial Position of the beam will come from a Stripline detector.

[bookmark: _Ref377130257]Table 4.25. Parameters of the Delivery Ring 2.4 MHz RF system
	Quantity
	Value
	Units

	Beam Current (Ip)
	178.56410-3
	A

	Number of cavities
	1
	

	R/Q
	400
	

	Q
	125
	

	Cavity Voltage
	10
	kV

	Power Loss per Cavity
	1.0103
	W

	Total Apparent Power
	1.0485810317.5089°
	VA

	Total Current
	209.71610-317.5089°
	A

	Induced Mode Compensated
	3.786 dB = 35.3%
	

	Robinson Stable
	4
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[bookmark: _Ref374368303]Figure 4.66. Time distribution of a single proton pulse as it appears in the M4 beamline upstream of the extinction insert. This pulse was extracted from the Delivery Ring 38 msec after the start of the spill. Time (t) is measured relative to the center of the RF bucket. The Beam Window, indicated by the magenta lines, is the ±125 nsec window that bounds the in-time beam. The fraction of beam outside of the Beam Window is 1.64±0.13×10-5.
[bookmark: _Ref374370151]Low Level RF Requirements
The Delivery Ring low level RF system includes: a VXI based LLRF system, a Stripline detector radial beam position measurement, a Low Level accelerator console application page, and cabling for the LLRF system.  The current Recycler Low Level console application page is shown in Figure 4.68. This application will be a template for the Delivery Ring Low Level Console application.
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[bookmark: _Ref374189871]Figure 4.67. The Recycler LLRF system. Slot 0 is the controller.  Slot 1 is the Reflective Memory.  Slot 2 is the RF Switch (SWH).  Slot 3 is the Direct Digital Synthesizer (DDS).  Slot 4 and 5 is the Digital Signal Receiver (DSR).  Slot 6 is the Transfer Synchronization (XFR).  Slot 7 is the Direct Input/Output Module (IO 100).  Slot 8 is the Multi-channel field controller (MFC).  
The VXI LLRF system will require the same cards shown above in Figure 4.67 to keep maximum compatibility and flexibility between the existing Recycler and Main Injector VXI LLRF Systems.
· Controller
· Reflective Memory.
· RF Switch
· Direct Digital Synthesizer.
· Digital Signal Receiver.
· Transfer Synchronization.
· Direct Input/Output Module.
· Multi-channel Field Controller.
In addition, the Recycler Low Level Console Application page is to be ported over to the Delivery Ring.  Only minor modifications should have to be implemented to the console application to make it compatible for Delivery Ring Operation.

The VXI LLRF System will also require a 50 MHz Master Oscillator that will need to be phase stable.  The phase stability of the 2.4 MHz RF signal is required to be down to the 200 psec level of jitter.
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[bookmark: _Ref374190037]Figure 4.68. Low Level Console Application Page
Low Level RF Technical Design
The VXI based LLRF system is to include the following (see Figure 4.69):
· Controller – PowerPC based microcontroller or better. The module provides a VXI interface, central processing unit, and Ethernet interface.  The controller also loads software over the network to manage the control system interface. The inputs to this card are Ethernet and Tevatron Clock (TCLK) for timing.
· Reflective Memory – Reflective Memory/Optical Link between LLRF front-ends.  Data written to the internal memory of the card will be visible to all cards on the link.  A common piece of data on this card will be the Delivery Ring operational frequency. This card’s input and output will communicate with the Recycler VXI crate via a fiber optic link.
· Digital Signal Receiver (DSR) – Digital Signal Receiver detector for Cavity RF signals.  This card can calculate the radial position and phase. The input to this card will receive the fan-out to the cavity, the fan-back from the cavity, the wall current monitor (WCM), and the radial position (RPOS) of the beam.
· RF Switch (SWH in Figure 4.69) – 2-channel 4-input RF switch.  Delivery Ring reference from one switch and Delivery Ring offset AA markers[footnoteRef:28] from another switch.  The outputs will be routed to the Recycler Ring LLRF system.  The input to this card will receive the fan-out to the cavity, the fan-back from the cavity, the AA marker from the Recycler and reference RF from the Recycler.  The outputs will be an AA marker and RF to the Recycler LLRF system for transfer synchronization. [28:  An AA marker is a signal that gives the time of a 53 MHz bunch in the Booster batch currently circulating in the Recycler.  It is reset at the time of injection of every new batch into the Recycler.] 

· Direct Digital Synthesizer (DDS) – Supplies RF reference and RF output to cavity.  This module will provide the primary RF outputs for the system. The module will receive its clock input from a 50 MHz phase stable oscillator.  RF1 is the reference output and RF2 will go directly to the High-level RF (HLRF) section. The frequency and phase will be controlled to a very high resolution.  The input to this card will be a 50 MHz master oscillator and the fan-out to the cavity and fan-back from the cavity.  The outputs from this card will be the RF output to the cavity (RF1) and the RF reference signal (RF2) of RF1.
· Transfer Synchronization (XFR) – Used for transfer synchronization between Recycler and Delivery Ring. This module will serve to generate markers for transfer synchronization between Recycler RF and the Delivery Ring.  The input to this card will be the AA marker from the Recycler, RF from the Recycler and the RF1 signal from the DDS card as input.  The output will be the Delivery Ring AA marker.
· Multi-channel Field Control (MFC) – 32 input channels that can be digitized at up to 65 MHz.  This module will have 32 input channels and have the capability to digitize at 65 MHz. With its floating point DSP, one can do calculations on the HLRF.  The 14 bit 260 MHz DAC outputs will be able to give the responses of those calculations.  Examples of the input to this card are the wall current monitor and cavity probe.  Output from the card is left as optional at this point in time.
· Digital Input/Output Module (IO 100)– Can be used to flip output bits or write output bytes under software control.  This is a general purpose I/O module that can be used to flip output bits or write output bytes under the software control.  The input to this card will be machine data (MDAT).  The output of this card will be used to write injection phase and transfer phase to the Recycler.
· VXI UCD – Universal Clock Detector for timing synchronization.  The Universal Clock Detector inputs will come from TCLCK and MDAT.

A block diagram of the VXI based LLRF system is shown in Figure 4.69.  The pertinent inputs and outputs for each card slot are also given in this figure.
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[bookmark: _Ref375147293]Figure 4.69. Block Diagram of the VXI LLRF System.
Low Level RF Risks
This system is to be based on the existing Recycler LLRF system, but will use the latest in hardware technology available at the time of construction. The present design assumes a straightforward upgrade of the existing software will accommodate the newer technology. The risk here will be in how much of the existing LLRF software code can be repurposed for the Delivery Ring’s new hardware.
Delivery Ring RF Beam Studies & Tuning RF
The Delivery Ring Beam Studies and Tuning RF system will facilitate the capture of 2.5 MHz Recycler bunches for the purpose of beam studies. This RF system will allow Delivery Ring orbit measurements using the Delivery Ring BPM system. The Beam Studies RF system will also provide an interface by which the RF frequency can be changed for purposes of accelerating and decelerating the beam within the momentum aperture of the Delivery Ring.
Beam Studies RF Requirements
Once the Delivery Ring RF system is installed, different states will be programed on the Low-level Console application.  A new state will be written for all possible study modes – for example: beam capture studies, BPM studies, momentum aperture studies, and beam bunch quality studies.  It should be noted that these studies will only require the programming of a state and will not require hardware changes on the Delivery Ring RF System.
Beam Studies RF Technical Design
Figure 4.68 shows an example of a state for a study on the Low-level Console application.  The studiers will program the state by populating it with LLRF MESSAGES. Each MESSAGE will have a unique time of implementation and a DATUM will be filled out when required for a particular MESSAGE. Meetings between the studiers will occur with the LLRF group and pertinent MESSAGES from Recycler and Main Injector will be ported over.  Any new MESSAGES that need to occur will be identified at this time and developed by the LLRF group.
Beam Studies RF Risks
The beam studies RF system adds the capabilities described above to the Delivery Ring RF system in a way that is common and well established in RF systems throughout the Fermilab accelerator complex. No risks are foreseen in the implementation of these capabilities in the Delivery Ring RF system.
Delivery Rings RF Cooling System
The Delivery Ring RF Cooling System will provide deionized water to both the 2.4 MHz cavity and the 2.4 solid-state driver.
RF Cooling Requirements
The Mu2e 2.4 MHz cavity will require 4 gpm of deionized water and the 2.4 MHz solid-state driver will require 20 gpm of deionized water. The cooling system must have the capability to support an additional 2.4 MHz cavity and 2.4 MHz solid-state driver if needed. An HLRF station will require 25 kW of heat dissipation. Knowing this, the cooling system should be able to support two stations and then have a factor of two in overhead.  The final design for the new cooling system should be able to support 100 kW of dissipation and be able to regulate the temperature at 90℉ with only ±½° of swing.
RF Cooling Technical Design
The primary location of the piping for the RF cooling system is the AP50 Service Building. A cooling skid assembly, along with associated connecting stainless steel piping, will be located in the AP50 Service Building. Approximately 100 gpm/100 kW low conductivity water (LCW) will be required to meet the cooling needs of the RF cavity portion of the Mu2e beam line project.  A 2-1/2" Stainless steel piping header will deliver temperature controlled LCW to the Mu2e RF Cavity planned for installation in what is the existing portion of the Delivery Ring enclosure underneath the AP50 service building.  Also, a 2-1/2" Stainless steel piping header will deliver temperature controlled LCW to the Mu2e solid-state driver located in the ground level portion of the AP50 service building.  Deionizing bottles will be part of the RF LCW cooling skid assembly and used only for Mu2e RF LCW System polishing.  LCW makeup water will come from the existing nearby PBar LCW System. The expansion tank will serve as an emergency reservoir and provide positive system pressure and gas purging. The LCW will dissipate the heat through a plate and frame heat exchanger to the existing building chilled water system (CHW).  2" copper tubing will be needed for the CHW piping.
RF Cooling Risks
A nearly identical RF cooling system will be built for the Recycler as part of the Recycler RF AIP. The Recycler RF cooling system will be implemented and de-bugged well in advance of the time for implementation of the Delivery Ring RF cooling system. Thus, there are no risks anticipated for this system.
Delivery Ring 2.4 MHz RF
The High-level RF cavity system for h = 4 Delivery Ring will require a solid-state amplifier for operations.  This system will utilize the same solid-state driver planned for the Recycler Ring 2.5 MHz RF system. The existing Recycler Ring solid-state amplifier is shown in Figure 4.70.
2.4 MHz RF Requirements
A 2.4 MHz, 8 kW Solid State Amplifier is required to drive the 2.4 MHz ferrite loaded RF Cavity. The Cavity is required to operate a continuous waveform at 10 kV. For a perfectly matched system, 1 kW of drive power will be required.
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[bookmark: _Ref374190205]Figure 4.70. Recycler Ring 2.5 MHz Solid State Amplifier.  The top rack mount is the controller.  The controller also fans out the input from the LLRF to each of the solid state modules.  Rack mounts two through seven are 1 kW 2.5 MHz solid-state modules.  The fourth from the bottom rack mount is the output combiner for each of the 1 kW solid-state modules.  The bottom three rack mounts are the 48 V DC power supplies to the 1 kW solid state modules.
8 kW Solid State Amplifier Design Specifications 
· Amplifier must be all solid state, no tubes allowed.
· Frequency range: 2.4 – 5.0 MHz.
· Maximum continuous waveform output power greater than 7 kW into a 50 Ω load over the entire 2.4 – 5.0 MHz frequency range.
· Harmonics:  All harmonics must be greater than 25 dB below the fundamental at the 7 kW output power level.
· Amplifier must be cable of operating into any output load impedance without damage.  Automatic shutdown of the amplifier is allowed when the reflected power from the load exceeds 2 kW.
· Gain: greater than 60 dB
· Amplifier must withstand 1 Vrms input signal levels for all load conditions.
· Protection:  All amplifiers must be thermally protected such that automatic shutdown will occur if the temperature of the RF power transistors exceed their safe operating temperature.
· Amplifier components must fit into a standard 19-inch relay rack.
· Input connector:  Type N.
· Output connector:  7/8.
· Remote monitoring capability:
· On/Off status
· Over temperature shutdown
· Forward output power
· Reflected power from load
2.4 MHz RF Technical Design
The 53 MHz, 1 kW modules used in the recent Booster Solid-State update will be modified to operate from 2.4 to 5 MHz. Preliminary and Final design have been completed and the proper magnetics have been identified to proceed with production. The 1 kW solid-state modules will be made to be directly interchangeable with the Recycler Ring 2.5 MHz 1 kW modules.  To control the new 8 kW Solid-State Amplifier the present controller used for the Main Injector Solid State drivers will be replaced. The LLRF signal will be amplified with a Mini-Circuits preamplifier and distributed to each of the 1 kW Solid State modules using a Mini-Circuits splitter.  A 10 kW combiner will be ordered from Werlatone.  The combiner will have eight Type N inputs and one 7/8 output and be able to work in the 2.4 to 5 MHz frequency range. Attached to the combiner will be an output directional coupler. It will have 40 dB of attenuation on the Forward and Reverse power ports. Werlatone will also supply the directional coupler.  48 V DC will be supplied to each of the 1 kW Solid State modules with one 10 kW TDK Lambda ESS power supply.  This is the same supply used in the recent Booster Solid-State upgrade. All of these components will reside in a 19-inch rack and the output directional coupler will slightly protrude from the back of the rack. Copper tubing in back of the 19-inch rack will be used to distribute cooling water to each of the 1 kW solid state modules and the Werlatone combiner.
2.4 MHz RF Risks
The Delivery Ring 2.4 MHz solid state amplifiers are similar to the 53 MHz, 4 kW Solid-State Drivers used for the upgrades recently completed for the Booster and the Recycler Rings. There are no significant changes between the Delivery Ring 2.4 MHz solid state amplifiers and those used in the Booster and Recycler. With the success of the amplifiers in the Booster and Recycler upgrades, we believe there is no significant risk associated with the Delivery Ring subsystem.
Delivery Ring RF Quality Assurance
The Low Level RF System will be debugged and tested in the LLRF lab before it is installed in the Delivery Ring.

Delivery Ring Beam Studies will be used for quality assurance and commissioning purposes as well as to study the interactions between HLRF and LLRF and the synchronization between the Recycler Ring and Delivery Ring.

The Delivery Ring RF Cooling System will be checked to verify that it can deliver the specified flow rate of the water, temperature control of the water and desired conductivity of the water.

The Delivery Ring 2.4 MHz RF solid-state driver will be tested with a 50 Ω dummy load to check that it meets full criteria.  The controls for the solid-state driver will be fully tested on the bench and during the high power tests into the dummy load.
Delivery Ring RF Installation and Commissioning
The Delivery Ring RF System will be installed at AP50.  Electricians will be used to install all of the new cables and power utilities.  Electrical Technicians will phase match the cables using a Network Analyzer.  Mechanical Technicians will supply the water hookups.  Once installation is complete, commissioning will be done during Delivery Ring Beam Studies.
[bookmark: _Ref373933374]External Beamline
Overview
The Mu2e external beamline, referred to as the M4 line, must cleanly separate and transport resonantly extracted beam from the Delivery Ring to the Mu2e production target, generate the required beam characteristics for the experiment and, additionally, perform inter-bunch extinction of out-of-time particles. This is accomplished through a number of specialized beam-optics insertions, achromatic modules, and an AC sweep dipole linked to a series of extinction collimators, respectively. These custom insertions were specifically designed to optimally interface with the local geography. Further, as part of the Muon Campus complex, the M4 beamline must support beam operations for the g-2 experiment.  An overview of the Muon Campus is shown in Figure 4.71.

A consequence of combining Mu2e and g-2 operation[footnoteRef:29] is that the D30 straight section (underneath the AP30 service building) in the Delivery Ring must be shared for injection and extraction and both external beamlines must also share a common upstream section (M4/M5) following extraction. Specifically, injection systems for both experiments occupy the upstream end of the D30 straight section, and extraction systems occupy the downstream end. The g-2 beam is extracted from the Delivery Ring with magnetic kickers while Mu2e beam is resonantly extracted using two electrostatic septa (the g-2 extraction kicker is located upstream of the Mu2e septa). The 3 GeV muon beam required by g-2 and the Mu2e 8 GeV proton beam utilize common magnetic components in the D30 straight section to complete separation from the Delivery Ring. Extraction must occur vertically to accommodate the Delivery Ring enclosure, taking advantage of existing civil construction from a prior beamline.  After extraction from the Delivery Ring is complete, vertical steering magnets transport beam down either the Mu2e M4 line or the g-2 M5 line. The large differences in beam size and energy place difficult, sometimes conflicting, demands on the common extraction optics, especially the extraction Lambertson and vertical-bending dipoles.  The civil constraints of the local geography further complicate and restrict the layout of the two external beamlines.  [29:  NOTE: The combination of functionality in the D30 straight section for both Mu2e and g-2 does not imply the ability to simultaneously operate both experiments.  Simultaneous operation of g-2 and Mu2e will not be possible.] 

Beamline Layout and Optics
The local geography for what is termed the Muon Campus complex is shown in Figure 4.72.  Civil and geographical constraints (avoidance of wetlands, for example) dictate a 30 ‑ 40 bend after extraction from AP30 for the Mu2e M4 external beamline in order to maximize its length and optimize the location of the experimental hall. In this region, about 200 m is available for the external Mu2e beam line. Another civil restriction that significantly impacts the Mu2e line is the location of the g-2 ring and experiment. The g‑2 experiment must be positioned to avoid even low-level stray magnetic fields from Mu2e components on the one side (maximal distance from the strong Mu2e experimental solenoids) and utility corridors on the other side, the latter setting the minimum amount of left bend required for the g-2 external beamline. 
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[bookmark: _Ref374437601]Figure 4.71. An overview of the Muon Campus.
As stated above, the length of the Mu2e beamline is limited by wetland avoidance and the much reduced g-2 beamline length by the ring enclosure location. The very short distance (~120 m) from the common extraction Lambertson to the g-2 ring mandates efficient, space-conserving separation of the two external lines. Since physical separation from the Delivery Ring must occur vertically, the most efficient separation of the two lines is also vertical.  This is accomplished by reversing a vertical-bend dipole in this section. Strong, independent horizontal left-bend dipole strings then direct beam to either Mu2e or g‑2 experiments. Final separation into independent civil enclosures is achieved by utilizing a large difference in the strengths of the left bends between the Mu2e and g‑2 lines.  These strong horizontal left-bend strings must immediately follow the vertical separation stage in both lines. Rapid separation is particularly important for the g-2 external beamline given the short distance to the experiment and the need for matching and tuning sections.

Even with 200 m to work with, accommodating two experiments along with the insertions required for extinction, collimation, and beam manipulations is difficult and requires combining functions when designing the insertions. Therefore, multi-function custom insertions and beamline sections have been designed when possible to meet the requirements outlined in the following section.
Beamline Optics Requirements
To appreciate the complexity of this beamline, the requirements that must be met are listed under the following major categories: civil, beam properties and capability, and specialty optics.  The first and third sections are relevant to both Mu2e and g-2 and the second is germane only to Mu2e.
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[bookmark: _Ref374437648]Figure 4.72. Site layout of the Muon Campus showing the Delivery Ring and the Mu2e and g-2 experimental halls and connecting beamlines. Note: the plan to divert Kautz Road around the right (west) end of the Mu2e building has been dropped.
Civil Requirements
The following requirements are derived from the constraints imposed by existing facilities, conventional construction, and geography on the layout of the external beamline.
· No civil modifications to Delivery Ring enclosure  
This implies vertical separation of external beamline from the Delivery Ring.
· A total of 4’ vertical elevation change (up) inside the Delivery Ring enclosure 
This elevation change takes advantage of existing civil construction (from a previous beamline) and positions the M4 line for the final elevation and downward angle needed to traverse the production solenoid to the target. The elevation change must occur in two-stages in order to clear Delivery Ring components and simultaneously generate the necessary phase advance for vertical dispersion suppression. The first stage levels off at 32” to avoid conflicts with Delivery Ring components. The second stage elevates the line the remaining 16”, leveling off at the M4 final beamline elevation.
· Horizontal left bend
A 26.5 increase in bearing from the D30 straight section is required for g-2 beam and an additional 13.7 (total 40.2 left bend) is required for the M4 line. The first increase in bearing is required to match the direction of extracted beam from the D30 straight to the optimal geographic location established for the g-2 experimental building. The additional bearing for the M4 line is required to establish a separate beamline enclosure for Mu2e, allowing sufficient shielding to be installed between the Mu2e and g-2 experiments for beam operations, and also optimizes the geographic location of the experimental enclosure with respect to the surrounding site and existing utility and civil infrastructure.
· Shield Wall
A shield wall is required to allow beam operations to the Mu2e diagnostic absorber during installation of the Mu2e solenoids and detectors. 
· A diagnostic beam line and absorber 
A short diagnostic line after the extinction section is required for commissioning, tuning, and beam studies. Use of the diagnostic absorber will prevent radiation exposure to personnel in the Mu2e building and unnecessary activation of the experimental apparatus.  
· A 2.75 downward slope at the entrance to the solenoid 
This angle is required to direct and level beam onto the target through the field of the production solenoid.  To cancel dispersion at the target, the entire final focus section must be installed on a 1.375 slope; with equal vertical bends at the beginning and end of the final focus. Due to the length required for the final focus and the large slope involved, a step down is planned near the middle of the final focus section rather than a ramped floor.  The total elevation change from the upstream end of the final focus section to the experimental target is about 3.9’.  The length and value of the slope (~1.375) requires a step down rather than a ramp for installation of components. This downward slope results in a total vertical elevation change of 3.9’ from the upstream end of the final focus section to the experimental target. 
· A total length of not more than ~200 m from the Delivery Ring to the production target 
This is the maximum length allowable for wetland avoidance, and to minimize environmental impacts and site modifications.
Beam Properties and Capability
The following is a set of beam requirements for the M4 beamline.
· Horizontal resonant extraction from the D30 straight section of the Delivery Ring.
· Beamline must transport a 30 mm-mrad emittance (95%) and a momentum spread up to 1% (95%) with small changes in beta functions (5% or less).
· Inter-pulse extinction of at least 10-10. The extinction AC dipole generates a kick between beam pulses, displacing out-of-time particles onto collimators (see section 4.9.2.1). 
· Round beam on target,  = 1 mm, no dispersion ( this implies ~2 m beta functions at target).
· Target beam position and angle scan capability of ± 1 cm, with no angle change, and ±0.8, with no position offset, both vertical and horizontal (this translates into large motion of final focus scan dipoles of up to ±14 cm in the direction opposite to the bend plane). Stands must support automated motion on three of the target scan CDA dipole magnets.
· 6.5 m reserved from last beamline element to final focus for an HRS/PS protection collimator and the required distance through the production solenoid to the target.
Specialty Optics Insertions
The following is a list of required special insertions into the M4/M5 and M4 beamlines. The design details of these insertions will be given in the Beamline Optics Technical design section (4.8.2.2).

M4/M5 special inserts:
· Dispersion suppression
Achromatic optics are required in the M4/M5 section of the Mu2e line to suppress vertical dispersion from the D30 vertical extraction system.  Dispersion must be suppressed upstream of the horizontal left-bend string to avoid coupling between the two planes.  
Mu2e vertical achromat 
The Mu2e vertical achromat is a complex 4-bend achromat. The vertical bends include the extraction Lambertson, the off-center quadrupole (D2Q5), the C‑magnet, the first leveling bend (EDWA), and a final bend/reverse bend pair of MDC dipoles (see Figure 4.75).
Separation  of Mu2e and g-2  
To separate the two lines physically and optically, the separation must occur vertically due to space constraints.  Although combined, the beamline to Mu2e and g-2 must be independently tunable in the vertical bend section downstream of Delivery Ring extraction to meet experimental beam specifications (emittance and energy change). Both tunes must satisfy conditions for a vertical achromat.
M4 special inserts:
· Achromatic 40.2 horizontal left-bend insert
An achromatic module embedding the 40.2 horizontal left-bend dipole string is required.
· Extinction section
The specifications of the AC dipole require a high beta in the horizontal (to maximize the horizontal kick) and a low beta in the vertical (to accommodate the small gap) that minimizes technical demands (see section 4.9.2.1). Two collimators are required upstream of the AC dipole to remove high amplitude halo and a single collimator is required downstream to absorb out of time beam which has been deflected by the dipole.
· Final Focus section 
Another achromatic module is required for the final focus design incorporating a pair of 1.375 vertical down bends to set the correct slope into the production solenoid and to provide simultaneous suppression of vertical dispersion at the target.
· Matching
The beamline also requires the necessary matching sections between the custom insertions and achromatic modules. 
[bookmark: _Ref375382337]Beamline Optics Technical Design
An overview layout of the final M4/M5, M4, and M5 beamlines that meet the requirements is depicted in Figure 4.73.  As indicated in the optics requirements section above, the beamline is best described in terms of its modular functionality. Correspondingly, the following descriptions will detail the important sections, and discuss the rationale and justify the design approach for each section. The location of each section in the overall external beamline layout is shown in Figure 4.74.
Extraction from the Delivery Ring
The incorporation of g-2 and Mu2e extraction systems into the Delivery Ring D30 straight section has been carefully designed.  The extraction part of the straight section is considered to start at the center of D30Q (the center of the D30 straight).  Figure 4.75 shows the layout of the extraction devices in the Delivery Ring. 

A number of septa locations were studied (Mu2e requires two electrostatic septa).  The optimal location for the two electrostatic Mu2e septa is ~0.3 m upstream and 0.45 m downstream of D2Q3 (this is considered the minimal spacing requirement for components).  The first Mu2e electro-static septum (ESS) module is approximately a half FODO cell downstream from the g-2 extraction kicker.

[image: ]
[bookmark: _Ref374437691]Figure 4.73. An overview of the Delivery Ring extraction region, the M4/M5, M4, and M5 lines.
The resonant extraction ESS modules will provide at least 1 mrad of outward horizontal kick (to beam right looking downstream). The downstream defocusing quadrupole, D2Q4, serves to enhance the effect of the kicker and maximize the beam separation at the entrance to a Lambertson magnet. This kicked beam is then tracked in coordinate space through the Lambertson and D2Q5 with an offset relative to the Delivery Ring’s central reference orbit.  At the entrance to the Lambertson, the horizontal offset generated from circulating Delivery beam is ~23 mm. The Lambertson is specified to be 1.5 m in length with a 0.8 T maximum field for Mu2e beam, and is located just upstream of D2Q5 (by 0.4 m).  It is adjusted to deliver a 38 mrad upward bend for both Mu2e and g-2. 

To clear downstream Delivery Ring components, however, additional bend is required.  With the Lambertson positioned just upstream of the focusing quadrupole, D2Q5, this quadrupole then acts like a combined-function magnet for the off-center extracted beam and augments the upstream Lambertson kick by 17 mrad.  (Since D2Q5 is a horizontally focusing quadrupole, a positive vertical offset generates an upward kick – a kick that is critical to efficient, low-loss separation of extracted beam from the Delivery Ring.)   Just downstream of D2Q5 a 2 m-long C‑magnet with a 57 mrad bend angle will be required because there is still insufficient separation to insert a full dipole. The combined kick from all three vertical bends (111.5 mrad) allows the extracted beam to clear the next magnet – the last horizontally defocusing quadrupole in the D30 straight section (D2Q6).  The beam pipe in the M4/M5 extraction line clears D2Q6 by a few inches and is 0.524 meter, extracted beam center to circulating beam center at the upstream end.  After beam exits the C‑magnet, a “small” 4Q24 type quadrupole can be centered on the extracted beamline just upstream of D2Q6 and represents the first independent quadrupole in the Mu2e/g-2 line.
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[bookmark: _Ref374437851]Figure 4.74. Location of the beamline specialty sections.
Once the beam clears the Delivery Ring components, it can be steered onto a centered mid-plane trajectory starting with the C‑magnet that begins the combined Mu2e/g‑2 or M4/M5 section of the external beamline.  Steering trim magnets have been strategically placed to correct for any differences between the g-2/Mu2e and kicker/septa forms of extraction. The exact extraction orbit depends sensitively on the D30 quadrupole strengths and these depend on the Delivery Ring tunes established for resonant extraction or muon beam delivery for Mu2e and g-2, respectively. It is unlikely these will be identical; however for the optics design described here, the 2004 Run II Debuncher operational strengths were used. 
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[bookmark: _Ref375390014]Figure 4.75. Layout of Delivery Ring extraction components.
The initial bend upwards is so strong (to clear the Delivery Ring components) that the beamline must be leveled before the final beamline elevation. This is necessary to allow sufficient space to implement a vertical achromat, which requires significant phase advance generated by quadrupoles. Leveling the beamline reference trajectory at an intermediate elevation allows a straight to be inserted with sufficient space for a sequence of quadrupoles that generate the needed phase advance to cancel vertical dispersion after the final set of vertical bends.  Given the still limited vertical clearance, an EDWA type dipole, which has small core dimensions, can be installed after D2Q6 with a bend equal and opposite to the combined bends of the Lambertson, C‑magnet, and D2Q5 focusing quadrupole. Leveling the line at 0.8128 m, or ~32”, above the Delivery Ring centerline provides for a long elevated “straight” that allows SQ series quadrupoles to be installed without conflicts with the Delivery Ring below. 

Downstream of the vertical leveling bend an achromat is implemented using four quadrupoles. This straight section is followed by two MDC dipoles for Mu2e with reverse bends (up/down) that elevate the Mu2e extracted beam to a final elevation of 1.22 m (4’) above the Delivery Ring. The final elevation of the Mu2e line is 223.22430 m (732.36’ in site coordinates); 3.9’ above the M4 beamline enclosure floor and 8.1’ from the enclosure ceiling (at 740.5’).

For g-2 operation, the last vertical dipole in the M4/M5 section reverses polarity and increases in strength to switch beam delivery from the M4 to the M5 line.  The common M4/M5 part of the external beamline thus extends from the C‑magnet to the vertical dipole, V907, (the last vertical dipole in the Mu2e configuration) after which the two beamlines are completely separate as shown in Figure 4.76.

V907

[bookmark: _Ref374438127]Figure 4.76. Schematic of the separation of the M4/M5 line from the Delivery Ring to the M4 and M5 line vertical separation.
Figure 4.77 displays the achromatic optics of Delivery Ring extraction from the upstream end of the first electro-static septum module (ESS1) through the extraction Lambertson (ELAM) and then to the end of the achromat at V907. Delivery Ring optical functions are assumed to be those that correspond to the Collider Run II optics of the Debuncher. Since extraction is horizontal, the vertical optical functions are likely to be close to their Run II values. However, due to the dynamics of resonant extraction, the horizontal phase space will not be elliptical (see Figure 4.46).  Downstream matching sections must shape the beam as required for downstream specialized insertions; i.e. high beta, extinction collimation, and final focus. The horizontal kick of the extraction septa does not generate significant horizontal dispersion so it is neglected at this time. Extracted beam properties will differ significantly between g-2 and Mu2e. Therefore it is important that the two vertical extraction achromats for g-2 and Mu2e are different and can be independently tuned.  This is realized in the optics design by employing a different and reversed setting for V907 and by adding an additional vertical bend in the M5 line.
Left-Bends
Immediately downstream of the vertical section, a strong left bend is required to meet the constraints on the directionality of the beamline and to provide sufficient separation for the shielding needed between the two external beamlines and the g-2 ring enclosure to permit beam operation of one experiment and enclosure access for work on the other. The horizontal separation needed between the Mu2e M4 enclosure and both the g-2 M5 and MC1 enclosures requires that the horizontal bend module be as compact and located as close to the vertical section as possible.  The net bend (or bearing) increases significantly with any additional downstream translation of this section (and the g-2 storage ring must also rotate in response) to compensate for the smaller separation distance.
ESS1
ESS2
D2Q3
D2Q4
D2Q5
ELAM

CMAG
EDWA
MDC
MDC

[bookmark: _Ref374438324]Figure 4.77. Half-width beam size (black: horizontal, red: vertical) through the vertical section and the vertical dispersion function (green).  The Top plot is from the septum through the extraction Lambertson and the bottom plot is from the C‑magnet through the last vertical dipole, V907. Horizontal right bends are labeled in green, vertical up bends in blue, and vertical down bends in red.  Focusing quadrupoles are labeled in black and defocusing (horizontally) are in red.
The present approach employs six bends as shown in Figure 4.78.  The first two bends are comprised of two 6‑4‑120 type dipole magnets powered in series followed by a stronger 6-3-120 dipole to deliver 2 × 6.2 and 7.7 of horizontal bend, respectively.  The module has reflective symmetry so that the next three bends are in reverse order, giving a total bend of 40.2.  Outside of this left-bend module there must be no residual dispersion. Therefore, this section must fulfill conditions for a linear achromat. Phase advance and compact dipole placement for dispersion cancellation constrain the optics of this section. Optics matching must occur in matching sections upstream and downstream of the left-bend module.
High Beta AC Dipole Insertion
The optics required to make the Extinction AC dipole (see Section 4.9.2.1) technically feasible pose the most challenging optical design problem for the line. The layout of this section of the beamline is shown in Figure 4.79. This insert resembles to some degree the high beta upstream of a collider interaction region. In this case, however, the horizontal plane must have a very large beta but a small beam size in the vertical (low beta – the vertical beam size is about 0.5 cm). The high horizontal beta enhances the extinction kick of the AC dipole and the small vertical beam size allows for a smaller dipole gap, thus reducing the required dipole excitation to acceptable power levels. 
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[bookmark: _Ref375395897]Figure 4.78. Optics of the left-bend section; black: horizontal beam size, red: vertical beam size, green: horizontal dispersion.
The high-beta insertion dominates, and largely determines, the physical length of the beamline. This can be seen in the unavoidable transition from the beta functions generally characteristic of the line to the high beta value at the extinction dipole (see Figure 4.79). Strong focusing is already employed to cause a rapid change in the horizontal beta function in the space of ~20 m. Increasing the focusing makes the high beta increasingly achromatic (chromatic effects are  kl, with kl the normalized quadrupole strength times its length). That is, increasing the focusing to shorten this section causes an unacceptable change in the beamline optics for off-momentum particles; >5% change in the beta functions for a 1% dp/p change, which is outside of the requirements. 
Extinction Collimation Section
The optics of the extinction collimation region is shown in Figure 4.79. Two horizontal collimators are required upstream of the AC dipole to remove high amplitude halo, which would otherwise be deflected into the transmission channel by the AC dipole.  The first collimator is located 90° in phase advance upstream of the AC dipole, which the second is located just upstream of the AC dipole. The extinction collimator is located 90° downstream of the AC dipole. The design of the collimators and extinction efficiency are discussed in a later section (section 4.9.2.4).
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[bookmark: _Ref374442292]Figure 4.79. M4 beamline Extinction Section optics. Horizontal and vertical beta-functions are in black and red respectively. The horizontal phase advance is in green. The collimators are highlighted in orange above the graph; the AC dipole is highlighted in blue. The blue dotted lines indicate the horizontal collimator positions and ±/2 in horizontal phase advance relative to the center of the AC dipole.
Positioning the beam accurately in the collimator apertures is important; therefore, profile monitors are critical in this section. Centering the in-time beam in the collimators and profiling the beam after the action of the collimators is necessary to establish proper extinction and coordination with AC dipole operation. A multiwire is required downstream of each collimator to verify the centering of the beam as the collimator is closed. Since the optics through the collimator is also critical, an upstream multiwire is also planned.  (Since there is a waist at the center of each collimator, beam properties can be established with only two profile monitors.)  A beam loss monitor will be used in conjunction with the downstream multiwire to more finely monitor and tune the beam interaction with the collimators.
Shield Wall and Diagnostic Absorber
Figure 4.80 shows the layout of the M4 beamline diagnostic absorber and associated shield wall. A CDC dipole located downstream of the collimation section is used to divert beam to a standalone diagnostic absorber. Two spare 3Q120 quadrupole magnets control the optics to the diagnostic absorber (the optics in this line are not critical but diagnostic capability depends on the ability to change phase and observe phase space evolution). The diagnostic absorber design is discussed in section 4.8.5.
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[bookmark: _Ref374442401]Figure 4.80. Layout of the shield wall and diagnostic absorber.
Final Focus
The final focus (Figure 4.81) is a typical “collision” style optics region using a quadruplet. A complete module has been designed with reflection symmetry about the outer quadrupole or point-to-point focusing with no demagnification. A profile monitor is installed at the upstream image point to determine the beam profile on target (as no monitor can be located near the target). The telescope focuses the beam to a round, achromatic waist with a 2 m low-beta function at the location of the production target center, which is consistent with the 1 mm rms beam size required by the size of the production target for a normalized emittance of 30 mm‑mrad (95%). Although point-to-point has almost double the chromaticity of parallel-to-point in a final-focus telescope, the chromaticity is still so low that chromatic and geometrical aberrations do not affect the quality of the beam spot size at the target. The target design radius is 3 mm, which corresponds to 2.5 ‑ 5 depending on the extracted emittance. The optics and corresponding beam size are plotted in Figure 4.82.
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[bookmark: _Ref375399091]Figure 4.81. M4 enclosure layout showing the diagnostic absorber, the shield wall, and downstream final focus section.
The elevation change due to the vertical down angle required of beam entering the Production Solenoid as well as the concomitant dispersion suppression is accommodated in the final focus section.  A compact final focus and reasonable quadrupole apertures requires the 2.75 final decline to be half initiated further upstream in order to cancel vertical dispersion during nominal operating conditions and not impose additional achromatic constraints on the final focus. The entire final focus section is therefore mounted on a 1.375 slope generated by the first of a pair of 1.375 bend vertical dipoles just upstream of the first quadrupole in the final focus telescope. The module contains a –I transformation as required to cancel vertical dispersion. 
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[bookmark: _Ref374784550]Figure 4.82. Achromatic optics of the final focus. The top plot shows the beam sizes (black: horizontal, red: vertical, green dispersion) and the bottom plot the lattice functions.  Light red dipoles are the pair of 1.38 CDA down bends and the dark red and dark green dipoles are the target scan CDA dipole pairs vertical and horizontal, respectively.
The following summarizes the present demands on the final focus: 
· 1 mm transverse  on target (2 m beta function).
·  Beam divergence at the target less than 10 mrad.
· A 2.75 vertical decline at the entrance to solenoid – must be achromatic, no vertical dispersion at target.
· Independent position/angle controls in BOTH vertical and horizontal.
· 1 cm in horizontal/vertical for target scan (see section 4.8.2.2.7).
· 0.8 in horizontal/vertical for target scan (see section 4.8.2.2.7).
[bookmark: _Ref374784805]Target Scans
The steering magnets in the final focus must be capable of wide adjustment in order to scan the target over the required ± 0.8 angular range with no position offset. The required position scanning range of ±1 cm with no angle change is not the technical driver of this capability. This large variation in angle required for the target scan in turn implies large position offsets in the final focus quadrupoles due to the 6.5 m distance between the last steering magnet and the target (space for protection collimator, profile monitor, and trajectory through the solenoid). All of the final focus quadrupoles are therefore chosen from the LQ series (6.25” pole tip aperture). These quadrupoles will be outfitted with star-chambers to extend the transverse displacement acceptance by 1-2” (target scans cannot be executed diagonally). 

The layout of the steering magnets is designed to minimize the orbit excursion and to satisfy all aperture requirements in all final focus quadrupoles. The steering magnets must be interleaved not only between each plane but also with final focus quadrupoles for compactness. Since independent position/angle scans require two magnets per plane at different phase advances they cannot be proximate. The steering magnets chosen are cooling ring dipoles (CDA) because of their extremely large aperture in the bend plane (8” good field region). However exceeding the aperture of opposite-bend plane dipoles during a target scan is unavoidable and beam trajectories cannot be contained within their small 3.25” gap.  Movement of intervening opposite-bend plane dipoles during an angle target scan is required to keep scanned beam within their limited gap aperture.  Further, to minimize the apertures required for target scans requires a polarity flip of all of the final focus quadrupoles for a vertical versus a horizontal scan.  With reflection-symmetric optics and round beams, no upstream re-matching is required so this approach does not present an operational problem.  Figure 4.83 and Figure 4.84 show the transverse scan offsets through the final focus.  These offsets exceed the available aperture in the out-of-plane CDA dipoles. Therefore, motion stands are required on the downstream CDA dipoles. The required ranges of motion are ±5 cm on VT951, ±9 cm V952, and ±14 cm on HT952.

It should be noted that although a strong vertical steering capability of 0.8 is in place, the vertical dispersion cannot be canceled away from the nominal operating point. The steering magnets cannot be positioned in an achromatic configuration without extreme increases in aperture over most of the final focus. Given these constraints, the present final focus design accomplishes its purpose and is the result of optimizing the position of the steering dipoles from the standpoint of minimal quadrupole apertures and offsets in the gap direction.



[bookmark: _Ref374442741]Figure 4.83. Horizontal angle (top) and position (bottom) target scans for +0.8° and +1 cm (the opposite direction just inverts the plot) with position: black and angle: red.  Plots begin at the first steering magnet and end at the target position (~41.5 m).
Beamline Optics Performance
The optics of the full line from the C magnet through to the target is plotted in Figure 4.85. The 1% dp/p momentum performance is documented in Figure 4.86. The line optics is exceptionally stable as a function of momentum.  Given the large number of matching sections, phase space changes of at least 20% and probably more can be accommodated and critical sections recovered such as the high beta, extinction collimation section and final focus beam properties on target.



[bookmark: _Ref374450100]Figure 4.84. Vertical angle (left) and position (right) target scans for +0.8° and +1 cm (the opposite direction just inverts the plot) with position: black and angle: red.  Plots begin at the first steering magnet and end at the target position (~41.5 m).  Top plots have the nominal final focus quadrupole polarities. The bottom plots are for reversed final focus quadrupole polarities. Note the significant decrease in vertical offset requirement for the reversed polarity scans.
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[bookmark: _Ref374450114]Figure 4.85. Beam size from C magnet to target. Black: horizontal beam size, red: vertical, green: horizontal dispersion, and blue: vertical dispersion.
Steering Errors and Correction
Steering through the collimation section and fixing beam on target is critical.  Steering magnets with appropriate strengths have been inserted at critical locations throughout the line with the exception of the extinction collimation section. Due to the tight space constraints a viable steering magnet could not be implemented and the weak NDA type magnets do not provide sufficient bend to impact the beam locally. The extinction section consists of pairs of doublet quadrupoles that are very resistant to beam motion. If aligned properly, and beam is directed correctly in position and angle, then beam will traverse the five extinction collimators correctly. Additionally, the transverse positioning of the collimators can be adjusted.  Thus, strong steering is provided upstream and downstream of the extinction collimator string and also upstream and downstream of the AC dipole.  Beam stability during the spill is not known but will be measured using approximately 10 time slices on the multiwires and information provided to the extraction system.

Figure 4.87 shows an example of an error correction from position and then angle errors at extraction from the Delivery Ring.
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[bookmark: _Ref374786724]Figure 4.86. Beam size from C magnet to target for a dp/p of -1% (left) and +1% (right).


[bookmark: _Ref375547800]Figure 4.87. Impact of position and angle errors at extraction and correction capability (top: angle offset of 1 mrad and bottom position offset of 5 mm; black: position, red: angle).
Beamline Optics Risks
The large transverse beam excursions in the quadrupoles of the final focus section during target angle scans preclude any final beam placement requiring simultaneous large horizontal and vertical angle offsets from the nominal trajectory. If such angles are necessary to properly target the beam, magnet moves in the final focus section will be required to center the beam in the final focus aperture at the new nominal positioning.
Beamline Optics Quality Assurance
A beam-stay-clear region for low-loss operation of the M4/M5 beam line and M4 lines is implemented corresponding to at least one . Magnet parameters derived from the optics are translated into operational parameters (mainly currents) and checked against technical data for each component to insure compliance with required operation.  A minimum 10% safety margin in nominal versus maximum routine operation is maintained for all magnetic components. A final beamsheet detailing all component locations is derived directly from the optics design-code (survey) output. This master beamsheet specifies all component locations (as required by the optics design) translated into alignment coordinates consistent with existing alignment data (Delivery Ring components and enclosure) and new civil and experiment alignment data. This beamsheet is also the reference for mechanical design and all of the beam line drafting layouts. 
Beamline Optics Installation and Commissioning
Beamline optics and performance will be verified utilizing strategically positioned profile monitors throughout the beamline, which can be placed in the beam singly or together to verify optical parameters. The phase advance between monitors is such that non-elliptical phase space distributions generated by resonant extraction can be accurately determined during commissioning. To ensure compliance with the beam size requirement at the target, a specific monitor has been located at the upstream image point (no demagnification, a -I transformation).  No profile monitor is feasible near the target.

A beam commissioning plan is under development and commissioning will occur at reduced intensity utilizing the diagnostic beam absorber line. All profile monitors can operate with a good signal to noise/background ratio up to two orders of magnitude less than the experimental spill intensity of 3×107 protons/bunch.
Beamline Components
Almost all of the components are magnets repurposed from the Accumulator ring (SQ and LQ series quadrupoles, MDC dipoles, and NDA and NDB steering trims) and other available magnets (cooling ring dipoles and VDPAs where stronger steering than the ND series trims is required).  Many of the stands can also be reused with their accompanying quadrupole with a simple height compensator.  No longitudinal adjustment is presently incorporated into the existing Accumulator stands and is not planned at this time for the M4 beam line. A few stands, particularly those that require motion control, will be new designs.
Beamline Components Requirements
· Integrated quadrupole strengths up to 11.2 T (13.5 T/m maximum gradient).  Strong focusing quadrupoles are required in a number of sections and particularly in the final focus region to generate the low beta at the target.
· Large, 8” aperture quadrupole to replace current D2Q5 in the Delivery Ring.  A quadrupole with an 8” aperture in the current D2Q5 (LQE) location is required to accommodate the vertical and horizontal offsets of extracted beam.
· Large aperture quadrupoles in final focus for target scan. Target scan specifications require up to 14 cm (5.5”) offsets in one plane.  
· Dipole strengths up to 4.14 T-m (net bend of 8 at 8 GeV).  This bend is required to make the left-bend string and associated module compact.
· Main Steering Dipole Correctors 0.01 T-m.  A bend strength of ~10% of a main left-bend dipole is required for steering corrections in this section.  Other areas requiring strong steering correction to offset strong quadrupole steering or center on an aperture restrictions is the high beta region vertically and the long bore through the shield wall.
· Steering Trim Dipoles ~1 mrad at 8 GeV.  Other sections require less steering strength to compensate alignment or field errors.
· Stand height adjustment of   ±1”. This tolerance allows for normal variations in the enclosure floor.
Beamline Component Risks
Insufficient availability of SQ series quadrupoles 
There may be an insufficient number of SQ series quadrupoles from the Accumulator to populate all the required Muon Campus beamlines. 
Required range of motion in target scan dipoles is too large
Another potential risk is the large range in motion of target scan magnets in both stand and inter-component connections (such as bellows).  
Beamline component performance in the fringe field of the Production Solenoid
A final risk includes the ferromagnetic properties of the protection collimator and bayonet SWIC in the strong fringe fields of the solenoid and whether any monitor will work in such fields and also the high radiation environment.
Quality Assurance 
All components will be installed per the master beamsheet, which will be reviewed and checked by the alignment group, civil engineers, and mechanical engineers independently. This beamsheet is also confirmed in the master (drafting) layout of the line which includes not only all components, beampipe, and connections, but also all enclosures and potential conflicts (in 3D). Alignment data is provided after installation for final confirmation and approval.  

Below is a checklist of QA plans to promote trouble-free execution of the project.
· All of the SQ and LQ type quadrupoles, steering trims (NDAs, NDBs), and left-bend magnets (6-3-120 and 6-4-120 type dipoles) repurposed from Accumulator will be preserved in operating condition within the Delivery Ring tunnel in a controlled environment.
· LQ quadrupoles outfitted with star chambers will allow the large horizontal or vertical offsets required for the target scans, increasing the offset achievable from 3.3” (half pole-tip aperture) to the required 5.5”.
· External components, the VDPAs from the recycler will be taken to Technical Division for testing and minor refurbishment.
· CDAs (cooling ring dipoles) presently in storage will require coil refurbishment and complete testing.
· Components will be moved without the beam pipe inserted to avoid damage during rigging.
· Staging of major components in order of installation to minimize rigging and interference in preparation for eventual installation. 
· Standard spool pieces are being implemented for each type of large magnets to insure adequate inter-magnet spacing for installation and also magnetic field isolation between components. Vacuum and leak testing of spool pieces will be performed in shop optimizing throughput and minimizing tunnel work.  Flanges and bellows will be reused from Accumulator.
· Any components installed in the fringe field of the solenoid cannot be ferromagnetic. This includes the protection collimator, beampipe, SWIC and vacuum window. Ferromagnetic content will be predetermined before acceptance.
· Maintenance work required on Accumulator magnets directly transported to M4 tunnel will be identified and addressed after installation with routine water flow, high-pot and electrical testing. Outside of a catastrophic failure such as a coil, maintenance and repairs can be made in place in the tunnel.
· Upon arrival, stand parts will be quality control inspected. After assembly all welds will be inspected and verified.
· All diagnostics and motion stands will be tested prior to installation in the tunnel. 
· Load testing of all the ceiling drop-in Hilti’s and ceiling-hung stands will be done and documented. Civil engineering (FESS) approval will be requested in all situations that involve connections to concrete, floor loading, and concrete strength determinations.
Beamline Components Installation and Commissioning
Installation is carefully planned to minimize conflicts and unnecessary rigging and handling by staging the magnets in the correct installation order in the beamline tunnel.  Cable tray installation, cable pulls and pipefitters for tunnel LCW lines can be performed in scheduled maintenance shutdowns.  Stakeout of stands and stand installation can also be performed during shutdowns.  Rigging of major components will follow after utility installation to avoid interferences. Spools will be installed in major components prior to installation on stands for ease of installation and to expedite interconnections. Rough alignment of major components will be scheduled and once rough aligned, minor components and diagnostics and their respective stands can be installed.  Installation of minor components and beampipe can follow the rough alignment sequentially. Final alignment and as-founds for all minor components (steering trims are not normally installed on precision stands; alignment tolerances are much less restrictive.)

Specifications and installation procedures will be written to ensure that the parts and installation meet all technical requirements. Additionally, quality control checks will be done on the existing equipment to ensure that the parts are handled and checked during installation. Additionally, punch lists will be used during the installation so that all necessary steps are completed

Once installation of all components is complete roughing pumps must bring vacuum to below 5×10-8 Torr to start ion pumps; leak testing will occur if necessary. Once ion pumps stay on the tunnel can be secured and all components exercised via the control system. A power-on access (usually at reduced current) will be performed last to check polarity and fields prior to beam delivery.
Magnet Power Supplies
Magnet Power Supply Requirements
Magnets, operating currents, regulation requirements and service building locations have all been described and specified in detail in reference [100], [101] and [102]. These documents also describe calculations of the power and cable requirements necessary to supply the necessary current to the beamline magnets. In addition to the power requirements, the regulation requirements are also specified. This defines the quality of the current feedback device (DCCT) and DAC needed for each system.  These supporting requirement documents are used to group power supplies by size to reduce the number of unique units needed and to minimize the number of spare supplies that needed to be kept on hand.
Magnet Power Supply Technical Design
System Layout
AD E/E Support has designed and developed a current regulation and controller system that is used in DC applications. The control portion of the system uses a PLC to manage input power, status read back and control to the accelerator controls system (ACNET).  A variety of commercial power supplies are used in voltage mode to provide current to the magnets. This requires an interface circuit to convert the status and control to signal levels that can be provided to the controls system.  Two versions of the interface chassis exist and can support 8-16 power supplies.

Each current regulator uses a PC-104 embedded micro controller to provide current regulation for up to four power supplies. This controller also collects the status and control information from the power supplies via the PLC and converts this information into a format that the ACNET controls systems can present to operations. Figure 4.88 shows a block diagram of the current regulator and control system.
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[bookmark: _Ref375550589]Figure 4.88. Block Diagram of the Current Regulator used for beamline power supplies.
Current Regulation
There are two items needed for a reliable current regulation system. One is the current measuring device and the other is a stable current reference. Each system will have a total current monitoring DCCT (DC Current Transformer) used to provide accurate and stable current feedback to the regulator.  The current regulation system will be the same design that was constructed for the last Main Injector (MI) and Ion source upgrades. This system is a Digital/Analog combined regulator built using a PC-104 embedded processor system that regulates current by providing a total voltage reference to the power supply. This regulator supports four power supplies in a single chassis and provides all of the voltage drive through the power supply for the main current, including any correction needed.  The DCCT’s used for the feedback system will be commercial devices. This regulation system can support operation at the ±4 ppm level but can be improved to the ±0.25 ppm level by procuring a high performance DCCT.  For power supplies in the Muon Campus upgrade it is expected that a system that provides regulation at the level of ±300 ppm will be used.  This will allow for a much lower cost current feedback device.  This system is not intended for fast ramping power supplies and has a dI/dt limiter to be used during startup.
Operation
The current regulator has one PC-104 processor that sends an 18-bit digital reference to each of four Sigma Delta DACs.  Each DAC module receives the analog current from a DCCT/HAL probe and converts the current to a voltage using burden resistors in the temperature regulated module. The reference and current signals are subtracted to generate an error signal, which is then amplified 100×.  This amplified error is then sent to the PC-104 module that adjusts the drive to the power supply to minimize the error signal. The amplification is employed to increase the sensitivity of the PC-104’s AD converter; looking at small signals with only 16-bits is limiting – more bits are used for larger signals.  The magnet parameters are loaded into the PC-104 along with the current loop bandwidth and maximum gain limit. This information is then used to provide the correction to each power supply.

An additional feature of this system is that the PC-104 has a built in Transient Recorder that will record trip events and provide data for analysis. This will be useful for the identification and diagnosis of infrequently occurring single event trips.  

A second built in option for this regulator is a window detector that can be set up to monitor current, DAC settings, and the current error signals to ensure a proper set range.  These limits are set up using an independent path into the processor. These type of limits are used in the MI to prevent beam transfers if the signals are not in the correct operational range but can be used as an indicator that one of the circuits is out of the operational range for the source. The PC-104 monitors and uses four analog signals, Current Reference, Current, Voltage, and Current error. These signals are stored in the Transient Recorder during a trip and can be plotted at 1,440 Hz using the standard Fermilab accelerator console Fast Time Plot facility.
PLC Controller
All of the control and status read backs are provided through the PC-104 current regulator using a single E-net connection to the ACNET system.  The power supply system uses a Programmable Logic Controller to collect data from four power supplies over the E-net connection and passes it through the PC-104 to ACNET.  The information is collected in the PC-104 that converts it to an ACNET format. The PC-104 also provides the ON, OFF and Reset functions to the power supplies through the PLC that manages common elements to all four supplies.  The PLC allows for level shifting of signals from the many different types of power supplies that will be used. All of the signal and control information is provided to the individual power supplies with an E-net cable back to the controls system. This has the benefit of reducing the amount of controls cards for collecting data and the cabling that is needed to connect to the cards.

All of the power supplies will need monitors and control of the 480 VAC input power.  The PLC is used to manage the control of this power and monitor signals common to all including safety systems, door interlocks, smoke detectors and magnet temperature.  The PLC interfaces the 480 VAC input power to the supplies using a custom-built starter panel with a limit of 40 kW. Two of these 40 kW starter panels can be installed in a standard relay rack and power two supplies or groups of supplies. The 40 kW power limit allows up to four 10 kW power supplies in one half of a rack to reduce the amount of floor space needed for power supply racks. The Electrical Safety System (ESS) prefers to have a direct connection to line power to trip off supplies without passing through logic or programmable devices. The starter panel provides an interface for the ESS connection. 
Interface Chassis
The PC-104 will be used to regulate current for many different sizes and types of power supplies. Some regulation systems use TTL for status and control while some use +24 VDC.  Therefore, the interface chassis and cards provide a place to convert signals to useful levels that can be sent back to the controls system. Using the PLC and interface chassis allows the PC-104 code to be identical for all systems, though some of the PLC code will possibly need to be unique.
[bookmark: _Ref377116840]Switch Mode (SM) Power Supply
The plan is to group SM power supplies by size to reduce the number of different sizes and the number of spares required. The specification for the SM style power supplies will define the voltage, current and power level for each size as well as a voltage regulation and ripple. Sharing a common line voltage for all supplies is desired in order to mix different power levels in a single rack.  There are three or four manufactures in the US that can meet all of the specified needs. Figure 4.89 shows an example of a switch mode power supply that would be similar to that planned for the M4 beamline.
[bookmark: _Ref377116863]SCR Style Power Supply
The specification for the SCR style power supplies will be based on the present design of the 75 kW power supplies used in the MI. This specification requires the use of the FNAL AD E/E voltage regulator. Accelerator Division E/E Support Department will have these voltage regulators constructed and two copies are provided to the manufacturers to use for testing. SCR supplies in general support two quadrant operation. This capability is not needed in this installation but to improve the inventory of supplies this requirement will be retained in the specifications. Manufacturers of modern SCR power supplies use PLCs internal to the equipment rather than constructing custom circuit boards to provide control connections.  The specification for the power supply will include the detailed information needed to ensure that any PLCs that might be used are compatible with maintenance tools on hand.  Figure 4.90 shows an example of an SCR style power supply that is similar to that planned for the M4 beamline.

[image: http://www-muon.fnal.gov/photo-album/Muon-Department-Photo-Album/webalbum/Systems/Power%20Supplies/2011-12-19-Power-Supply-Tour/slides/IMG_3509.JPG]
[bookmark: _Ref375550884]Figure 4.89. Example of a Switch Mode Power Supply.
LCW Cooling System
SCR supplies will need LCW cooling water for at least the SCR’s and possibly the magnetics.  The LCW cooling water will be sourced from the Central Utility Building via the M4 and M5 beamline tunnels up to the MC-1 and Mu2e buildings. 50 kW of LCW cooling are required with a minimum pressure range of 60-100 psi and a flow of 18 gpm in each service building solely for beamline power supplies.  The limited number of manufacturers for equipment of this type will limit the number of offers and may have a direct influence on the pricing. When procuring the power supplies, a spare power supply that can work in multiple locations should be chosen to eliminate the need to procure a spare of every type.
Power Supply Electrical Infrastructure and Layout
The M4 beamline magnets and tunnel components will be powered from three of the Muon Campus service buildings. The service buildings will include the AP30 service building, MC-1 and Mu2e experimental building. The MC-1 and Mu2e buildings will be newly constructed and the electrical power distribution infrastructure will be sized according to power load demands.  The MC-1 building will house magnet power supplies for the both the Mu2e and g-2 experiments and for both the M4 and M5 beamline power supplies. The Mu2e building will house additional power supplies for the M4 beamline Modification of the electrical distribution infrastructure will be needed, including new fan packs installed on the distribution transformer, upgraded cables on the transformer secondary and new upgraded switch gear to meet the increase in power demands.  AP30 and its magnet power supplies will be sourced from the 1500 kW building transformer on feeder 42.  

[image: http://www-muon.fnal.gov/photo-album/Muon-Department-Photo-Album/webalbum/Systems/Power%20Supplies/2011-12-19-Power-Supply-Tour/slides/IMG_3532.JPG]
[bookmark: _Ref375550991]Figure 4.90. Example of an SCR type Power Supply.
AP30 Service Building Power Supply Layout
Figure 4.91 depicts the layout of the beamline power supplies and the power distribution in the AP30 service building. The Mu2e M4 beamline power supplies will power the first magnet in the M4 beamline proper. The Q908 quadrupole is the first magnet circuit downstream of the Mu2e/g-2 vertical dipole switch at location V907. Quadrupoles Q908 though Q918 are powered using seven switching mode (SM) type power supplies (Section 4.8.4.2.6).  Dipole magnets H910, H911, H912, H916, H917 and H918 are powered from a phase controlled (SCR) (Section 4.8.4.2.7) 500 kW power supply relocated to AP30 from the F27 Main Ring service building.  The eight power supply circuits sourced from AP30 will require a total of 24 500 MCM load cables and operate at an average power of approximately 271 kW.

On advisement of the Accelerator Division’s Electrical Coordinator, and the need to route correctly sized triplex tray cable (type TC) AC power feeders to the Mu2e M4 beamline power supplies, all out-of-service feeders and load cabling will be removed from the uppermost power cable trays.  This task essentially clears both trays for unencumbered multiple-cable installation pulls.
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[bookmark: _Ref374443510]Figure 4.91. Layout of the AP30 Service Building
Located along the south wall of AP30 are the 2000 Amp DHP-AP-30-1 (Distribution High-Power) and 600 Amp PHP-AP-30-2 (Panel High-Power) panel boards that will be used to source the Mu2e M4 power supplies. To cleanly make the transition from the panel boards to the existing cable tray on the east side of the structure an additional cable tray system will be installed. This new section of cable tray will be quite full near the panel board area, but will become less dense as the cables travel northward through the tray and drop out to their various load locations. In an initial design, all AC feeders for the M4 beamline SCR power supplies, sited at the northeast end of the building, passed through this section of tray.  However, the 500 kW left bend PEI supply will now have its three 350 MCM triplex AC power feeders routed along the inside wall power cable tray due to fill constraints and improved ventilation.  A dedicated cross-over cable tray will be installed for access to the left bend 500 kW power supply. 

In addition to the AC feeders mentioned above, a new 400 Amp panel board (PHP-AP-30-4) and LOTO disconnect switch sourced from the DHP will be sited midway along the east wall of the building to power the M4 beamline quadrupole switching-mode power supplies. The specification calls for a 14-position Square-D I-Line panel board. A typical Anti-Proton (AP) service building type Unistrut assembly will secure the equipment into position. A length of cable tray will be attached to the wall for access to the crossover tray for AC feeders to the power supply racks sited on the Accumulator ring-side of the building.  Standard tray cable will be used in this installation.
MC-1 Building Power Supply Layout
As mentioned earlier, the MC-1 building’s electrical infrastructure is new equipment included as part of the building construction. The Mu2e M4 beamline shares a transformer with the g-2 experiment’s M5 beamline.  The power distribution is designed to power both the M4 and M5 beamlines if needed. Figure 4.92 shows the MC-1 power supply room layout as well as the electrical distribution.
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[bookmark: _Ref374443684]Figure 4.92. Layout of the MC-1 power supply room.
The transformer for the external power supplies sources a 1200 Amp MLO (Main Lug Only) panel board DHP-MC-1B-1 (Distribution High Power) located on the north wall of the power supply room.  The panel has positions for four 400 Amp breakers. The Mu2e M4 beamline will use one of these breakers to source a 400 Amp LOTO disconnect switch (DS-PHP-MC-1B-1) and 400 Amp panel board PHP-MC-1B-1. This arrangement is consistent with the Accelerator Division’s one-point LOTO system to de-energize a section of beamline or ring and is found in all new construction of this type.

The section of the Mu2e M4 beamline to be powered from the MC-1 building begins at quadrupole Q919 (the first magnet beyond the left bend dipoles) through Q945. It also includes the diagnostic absorber section dipole switch circuit D:HDA1 and absorber beamline quadrupoles D:QDA1&2 for a total of 21 power supply circuits using 40 500 MCM and six 1/0 load cables operating at an average power of 155 kW.

All but one of the aforementioned power supply circuits will be of the switch-mode type. The diagnostic absorber dipole switch circuit will use a phase controlled (SCR) power supply. Standard sized relay racks will be used for the switch mode power supplies, controls, communications and instrumentation. Each rack will have at least one single phase 120 V, 20 Amp power plug strip available.

A standard 4 inch square wire way, sourced from power panel PHP-MC-1B-1, will be used to route all AC feeders to the various switching mode power supply starter panels.  This technique greatly simplifies the installation and reduces overall cost.  The wire way attaches to the cable tray Unistrut support system and has flexible conduit drops to each relay rack as needed.

All SCR power supplies for the Mu2e M4 beamline will use appropriately sized electrical metallic tubing (EMT) for their AC feeders sourced from the same 480 VAC panel board as described above.

Having all the beamline supplies powered from a common panel board and safety disconnect switch provides a safe and convenient single-point LOTO isolation for this section of the M4 beamline.
Mu2e Building Power Supply Layout
The Mu2e building will have new electrical distribution equipment provided as part of the building construction. A dedicated transformer will drive the power supplies for the final focusing section of the Mu2e M4 beamline that will be located along the northeast wall of the high bay area.  Figure 4.93 shows the Mu2e building high bay layout.

The seven quadrupoles, Q946 though Q952, are powered using four switching mode power supplies and the six dipoles, V945 through HT952, are powered using six switching mode power supplies for a total of ten magnet circuits sourced from the Mu2e service building.  The ten power supply circuits will require a total of 62 500 MCM load cables and operate at an average power of approximately 194 kW.

Eight of the ten switching mode power supply circuits will have polarity reversing switches for bi-polar control. The polarity reversing switches will be recycled from the P150 beamline used during Collider running. In this arrangement the load cables exit the relay racks from the bottom through penetrations to the enclosure.  

Two six-inch PVC ducts per rack can handle a total of eight load cables per penetration.  A typical rack layout includes a Spang 1000 Amp, 500 V reversing switch placed near the bottom to facilitate cable termination and a 9U sized 45 kW switching power supply above the switch assembly.
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[bookmark: _Ref374443789]Figure 4.93. Layout for the Mu2e building high bay showing the location of M4 beamline power supplies. The devices in the red oval are the M4 line supplies.
Two of the final focus quadrupole magnet circuits operate at an average of 2 and 4 kW and will be paired together in the same relay rack.  This provides one dedicated rack from the set of five paired racks for power supply control and instrumentation in a central location with space available from the supplies rack mentioned above. The power supplies and associated relay racks are sourced from electrical panel boards located on the wall behind the relay rack locations. Figure 4.94 illustrates the power panel arrangement in the high bay area of the Mu2e building. The Mu2e M4 beamline 600 Amp LOTO disconnect switch is shown to the right of the figure and is sourced from switchboard SWBD-Mu2e-B1. Beamline power supplies panel boards PHP-Mu2e-B1-1 and PHP-Mu2e-B1-2 are both controlled from this isolation safety switch.
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[bookmark: _Ref374791803]Figure 4.94. Layout of the Mu2e building electrical distribution panels
As in the MC-1 service building, the Mu2e building will utilize a standard 4 inch square wire way sourced from PHP-Mu2e-B1-1 that will be used to route all AC feeders to the various switching mode power supply starter panels using flexible conduit drops where needed.

Relay rack plug power will be sourced from the clean house power transformer through the 120/208 power panel PP-Mu2e-A1-4-A1. A separate dedicated wire way will be installed along the instrumentation cable tray with flexible 20 Amp single-phase conduit drops to each relay rack location.
Procurement Strategy
Recent experience with procurement of power supplies will be used to manage the procurements required for Mu2e.  The RFQ, Ion source, and NOvA beam lines have been upgraded to supply beam to the existing accelerator complex using new supplies and controls systems procured using many different contracts with many different vendors. Mu2e will take advantage of lessons learned from procurements of similar equipment to ensure project success. There will be a large number of procurements for the many small parts needed to construct the control systems and these parts can be managed independently of the physical power supplies. Because of the number of elements involved, Mu2e will contract will an assembly house to construct sub-assemblies. As the sub-assemblies are returned from the assembly house, Fermilab staff will test, calibrate and locate the equipment in the service buildings.

Specifications will be written for each power supply type based on recent design procurements in 2013 for ANU[footnoteRef:30]. Mu2e will use the upgraded electronics systems developed by ANU and will procure identical equipment requiring little or no rework.  The switch mode power supplies will be standard production units from vendors that will have a shorter lead time than the control electronics, therefore the control electronics components will be procured early with the physical supplies being procured just before they are required for installation. The large custom SCR supplies will have lead times similar to the control electronics and will also have to be procured early. [30:  ANU = Accelerator and NUMI Upgrades.  ANU is the part of the NOvA project that provides upgrades to the accelerator and neutrino beam lines.] 

Magnet Power Supply Risks
The switch mode power supplies have multiple vendors that will be evaluated based on the specification for the many different sizes of supplies that are needed. For some manufacturers, most of the required power supply sizes are already in their product inventory; from others extended versions of their product inventory will be needed. Manufactures will not disclose the operating junction temperatures of devices internal to their power supplies. This has a direct impact on operation life, so a plan will be developed for de-rating the supplies being requested.

The SCR style power supplies have a more limited number of available suppliers.  The specification will be very detailed to ensure the quality of equipment being supplied.  All of these supplies will be custom or semi-custom designs, posing the standard risks associated with unique equipment. These supplies will have to be tested with Fermilab staff present before shipment to Fermilab. The details of the required testing are specified in the specification for each type of supply.
Magnet Power Supply Quality Assurance
The assembly of the regulators will be contracted to a local company with final testing and calibration done by Fermilab electrical technicians.  To maintain quality control of the components used in the electronics, Fermilab technicians will procure all components and inspect them before shipping them to the assembler. The switch mode power supplies will be inspected and tested by Fermilab technical staff as soon as they arrive.  Inspections and testing will be witnessed at the vendor/s for the SCR type power supplies. 
Magnet Power Supply Installation and Commissioning
The output of the power supplies will be connected to the magnets using THHN/TWNN power cable in a dedicated cable tray for DC power.  All of the cable tray and power cables will be installed by local trade contractors led by a Fermilab cable installation expert.
Installation coordination
There are many activities associated with installation and commissioning of the magnet power supplies that must be coordinated. 
· As the enclosure and service buildings are completed the water system should be installed.
· After the water system is installed the cable tray and all power cable should be installed. Cable termination to the magnets will be performed after magnet installation.
· Magnets will be located in the enclosure.
· Beam Pipe and instrumentation will be installed.
· As the beam pipe is being completed the magnet and power supply water and cables can be connected.
· The controls electronics will be assembled and tested in-house.
· Location of electronics can be started as soon as the controls racks are installed in the service buildings and the control power is on.
· Most of the interconnect cable will be assembled by a local wire assembly house. Small quantities and special cable will be constructed by Fermilab technical staff.
Commissioning of equipment
· After final installation of equipment, all the controls and monitoring circuits will be tested by Fermilab engineering staff.
· Internal control information will be loaded into the Regulation electronics by Fermilab engineering staff that will verify the correct regulation for each magnet loop.
· Final data base and controls pages will be set up using Fermilab operations and Muon Campus experts.
Operations Lock Out Tag Out
A 600 Amp disconnect will be installed for each of the new beamlines, allowing for lockout and tag-out for each individual enclosure. The disconnects have viewing windows to allow for verification. This system is identical to the MI LOTO system that is used now for enclosure access. 
[bookmark: _Ref374784045]Diagnostic Absorber Beam Line and Absorber Core
Diagnostic Absorber Requirements
A diagnostic beam absorber is required in the M4 beam line in order to commission extraction from the Delivery Ring and a portion of M4 beamline with proton beam while allowing for installation work to continue in the downstream M4 production target area.  The beam commissioning and installation period could overlap for up to 2 years.  Therefore, the requirements for determining the capacity of the beam absorber are based on two different operational running modes needed for beam commissioning.

Mode 1: Low intensity protons with intensity of 5×1010 protons/pulse every 10 seconds at a kinetic energy of 8 GeV, which are single turn extracted from the Delivery Ring for commissioning the M4 beamline.

Mode 2: Resonantly extracted proton beam at a kinetic energy of 8 GeV with four standard Mu2e pulses separated by 10 msec injected into the Delivery Ring (DR) with an intensity of 1×1012 protons/pulse. The four pulses are repeated every 30 seconds for the commissioning of the resonant extraction system.

Table 4.26 summarizes the beam parameters for the two modes of operation for beam commissioning. Under these conditions the requirement for the capacity of the M4 diagnostic absorber is 170 W.  The absorber will be a passive core with no water cooling. The position of the absorber is required to be to the left of the M4 beamline in order to avoid inference with the open aisle used for personnel travel and transport of magnets. 

The Mu2e requirement document [97] describes the full set of requirements for the M4 diagnostic beam absorber.  Requirements for radiation safety are also provided and are discussed in section 4.5.2.3 in the Radiation Safety section of this chapter.
 
[bookmark: _Ref374445916]Table 4.26. Beam Parameters for 2 modes of operation for M4 beamline diagnostic absorber.
	Mode
	protons/pulse
	Pulse Rep Rate (sec)
	Energy (GeV)
	Beam Power (W)
	Protons/Hr

	1
	5.0×1010
	10
	8
	6.4
	1.80×1013

	2
	4.0×1012
	30
	8
	170.7
	4.80×1014



Diagnostic Absorber Technical Design
Diagnostic Beam Absorber Line
The main purpose of the diagnostic absorber is to allow low power beam commissioning with an 8 GeV proton beam while the installation of the downstream Mu2e solenoids and detectors takes place. The M4 diagnostic absorber will also allow for periods of quick tune up or a place to send low power beam during experimenter access periods during Mu2e operation. Therefore, a diagnostic absorber beamline has been designed upstream of the final focus section of the M4 beamline. 

Beam will be extracted into the nominal M4 beamline and transported down the diagnostic beamline in order to hit the absorber core. Figure 4.95 shows the location of the diagnostic absorber block and the diagnostic absorber beamline relative to the M4 beamline.  The diagnostic absorber beamline begins 174.325 m upstream of the Delivery Ring Extraction Lambertson, and is downstream of the extinction collimation section.  At this location a horizontal dipole, HDA1, will be used to bend the beam into a diagnostic absorber beamline. When this dipole is powered, the beam is bent 5 (87mrad) horizontally into the diagnostic absorber beam line.  HDA1 will operate at a current of 1070 A to produce this bend. The line is roughly 24 m long and uses two 3Q120 quadrupole magnets to focus the beam into the absorber block.  The two quadrupoles, QDA1 and QDA2, operate at currents of 310 A. The beamline is instrumented with a single multiwire to measure and ensure a proper beam profile up to the absorber.  The intensity of the beam impinging on the diagnostic absorber will be measured with an ion chamber just upstream of HDA1, at quadrupole Q938 in the primary line.  Figure 4.96 shows the diagnostic absorber beamline with the important elements.
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[bookmark: _Ref374444137]Figure 4.95. M4 Beamline showing location of the diagnostic beamline and absorber.
Diagnostic Absorber Core
The diagnostic absorber core is a series of 6 ft. × 6 ft. × 5 ft. long stacked steel plates surrounded by 1 ft. of concrete on the top and bottom.  There is 3 ft. of concrete on the back of the absorber and 2 ft. on the front face of the absorber.  A 1 ft. × 1 ft. × 3 ft. long albedo trap is located at the front entrance of the absorber.  A 4-inch beam pipe for the end of the absorber beamline will extend 2 ft. into the trap and be terminated by a vacuum window. The absorber has a capacity of 170 W and is located completely inside the M4 tunnel enclosure. Since there is a very small absorbed heat load value for the absorber, forced convective cooling is not necessary.  Figure 4.97 depicts the overall dimensions and layout of the absorber core with respect to the tunnel. 

The absorber core is too large to be fabricated as a single piece, so it will be constructed out of stacked plates.  Fortunately, the 108 series steel plates at the Fermilab Railhead (a storage location) can be used, saving considerable material cost.

The design of the absorber’s steel core requires construction of two stacks of 8 in. thick steel plates lined up one behind the other in the direction of the beam, corresponding to nine layers of steel. The steel plates in the first stack will have a length, measured in the direction of the beam, of 36 in.  The width of the steel will be 72 in. Similarly, the plates in the stack behind the first stack will have the same width, but their length will be 24 in.  Figure 4.98 illustrates the stacked steel plate core of the beam absorber.
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[bookmark: _Ref374444230]Figure 4.96. M4 diagnostic absorber beam line with components
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[bookmark: _Ref374444317]Figure 4.97. Layout and dimensions of the M4 diagnostic absorber.
The absorber will be placed on a concrete pad that will be 12 in. from the enclosure floor. Since, the beam height from the enclosure floor is 48 in. the beam center will be at the center of the fifth steel layer from the bottom. Since, the steel plates are 8 in. thick, the design allows considerable room for thickness variations due to wide variation in the thickness of the available 108 series steel plates. It is highly unlikely that the beam center would hit a seam between two steel plates. All the steel plates will have tapped holes at four locations on the top plane. These holes will facilitate the transportation and stacking of the plates.

A structural steel form will be designed and bolted to the front face of the absorber’s core. This form would accommodate pouring of the shielding concrete. It will also act as an Albedo trap through which the beam would traverse and eventually hit the core.
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[bookmark: _Ref374444425]Figure 4.98. Stacked steel plates make up the core of the M4 diagnostic beam absorber.
MARS Simulations
MARS simulations have been performed to calculate the rates of particles produced from the back of the absorber that propagate to the Mu2e building areas where personnel could be present (see section 4.5.2.3).  The size and dimensions of the absorber stacked steel and surrounding concrete were determined from these simulations.  Radiological effects for ground and surface water activation were also estimated.  The results were all found to be under limits and standard Fermilab requirements. Details of these results can be found in the Radiation Safety Plan (section 4.5.2.3).
Diagnostic Absorber Risks
The quantity of steel required to build the M4 absorber core is approximately 90,000 lb. Quotations from steel vendors on the above amount of steel were found to be cost prohibitive. Thus, excess steel available on the Fermilab site was sought. Fermilab’s Railhead has suitable steel slabs that can be used to build the absorber core, however, there are a few peculiarities associated with this steel.

Preliminary XRF (X-Ray Fluorescence) and surface analysis of these steel slabs showed that their outer surface is coated with lead based paint. When subjected to machining processes, owing to the intense heat generated due to friction, the paint could transform to particulate form. This is hazardous to the personnel working in close proximity to the steel. Thus, it is mandatory that each steel slab, before being subjected to any machining process, be sandblasted to eliminate the outer lead paint coating.

The lead paint alone is not the only cause of concern. Anecdotal evidence suggests that the steel taken from the Railhead is of inferior quality and difficult to machine.

To understand these issues, one steel slab will be subjected to the sandblasting procedure followed by machining. If the test slab can be cut according to specifications, then it is almost certain that the all the steel needed for constructing the absorber core can be taken from the Railhead, resulting in appreciable material cost savings.

Thus, a calculated risk of using the Railhead steel for constructing the absorber core is well justified. However, if it becomes evident that the steel is of inferior quality, one would be forced to seek outside vendors to build and transport the steel slabs as per engineering specifications. This avenue may prove to be quite expensive. 
Diagnostic Absorber Quality Assurance
The Fermilab village machine shop is equipped to handle very large slabs of steel. Also, engineering drawings of the steel core were discussed with the machining specialists and they were very optimistic about meeting the engineering specifications in the lab’s machine shop, provided the quality of steel is satisfactory. 

It has to be noted that the M4 absorber is part steel and part concrete. Pouring the concrete is as important as constructing the steel core. Thus, the engineering drawings of the absorber were discussed with FESS. Meeting dimensional tolerances, especially with respect to elevations, are critical, for the beam has to hit the flat face of the steel slab and not the seam between two slabs. Thus, the pouring of the concrete base has to be monitored carefully, ideally in the presence of an alignment team.
Diagnostic Absorber Installation and Commissioning
Installation and commissioning of the M4 diagnostic absorber will involve recourses from the Accelerator Department, FESS, and an alignment team. This is especially true while pouring the concrete base, for the position of the absorber is of paramount importance. Figure 4.97 illustrates the location and orientation of the diagnostic absorber in the M4 beam line. 

Stacking the individual steel slabs would require a rehearsed installation and hazard analysis procedure. Also, the installation would occur during the enclosure construction phase of the Beamline Enclosure General Plant Project (GPP). The stacked steel will need to be processed and delivered prior to the time the enclosure walls and surrounding absorber concrete are poured. This would provide the rigging crew much needed flexibility while maneuvering the unwieldy steel slabs. 

The mechanical design of the absorber core includes what are known as dovel pins. These pins would connect two vertically adjacent steel slabs. They would also prevent the slabs from shifting during the concrete pouring phase of the absorber construction. It is essential that the alignment team survey the positioning of all the slabs that make up the absorber core in order to ensure proper alignment to the absorber beamline.

Once the structural steel form is bolted to the front face of the core and the concrete is poured around and atop the core, the installation phase is complete. A final survey of the critical locations on the diagnostic absorber would conclude the commissioning phase of the project. Finally, if deemed necessary, the front face and the side face, the face closest to the enclosure aisle would be covered with a 4 in. thick slab of marble.
M4 Beamline Vacuum
Beamline Vacuum Requirements
The M4 line is an 810 foot long single pass beamline that will require a beam tube to be under vacuum to limit beam-gas scattering, allow a common vacuum connection to the Delivery Ring and M5 beamline, and allow for the reuse of ion pumps from the Accumulator.  A detailed listing of the M4 beamline vacuum requirements can be found in reference [98].  A summary of the requirements are listed below.
· The beam line needs to maintain a pressure of 1.0×10-8 Torr or better. 
· All vacuum components being reused from the Antiproton Ring need to inspected and tested prior to installation into the beamline. Some refurbishing will be required.  
· All components and devices need to be leak checked to a sensitivity of 2×10‑10 atm∙cc/s with helium prior to installation into the beamline. 
· All components should be ultrasonically cleaned prior to welding and again prior to installation. 
· Assembly shall be performed using ultra-high vacuum handling practices. 
· All components must be oil-free.
· Beam tubes shall be steam cleaned, blown dry, then the ends capped to maintain cleanliness until installation.
· Bake-out of the beamline is not necessary. 
Beamline Vacuum Technical Design
The M4 line is a single pass beamline that transports 8 GeV protons from the Delivery Ring to the Production Solenoid and target. The upstream section of the M4 beamline is shared with the g-2 M5 beamline upon leaving the Delivery Ring proper.  The common section of the beamline is referred to as the M4/M5 combined section and shares common beam tube, magnets and instrumentation.  Since the M4 beamline is required to have an average vacuum pressure of 1×10-8 Torr, the beamline will be divided into 3 distinct vacuum sections in order to provide isolation from the Delivery Ring, the M5 line and the downstream final focus section of the M4 beamline.  Isolation from the final focus is put in place so that if the final focus section downstream of the diagnostic absorber is not complete with installation, continuous vacuum to the diagnostic absorber will be available for beam commissioning of the upstream part of the beamline.  Also, there will be a need to isolate the beam tube vacuum with vacuum windows in two locations.  The first location is at the end of the diagnostic absorber beamline.  The beam tube in front of the absorber will extend into the albedo trap and will be isolated by a vacuum window. 

The second location where a vacuum window will be needed is at the end of the M4 beamline just upstream of the Production Solenoid.  The window will be located just downstream of the multiwire, the last M4 beamline element. Figure 4.99 shows the location of the M4 beam valves that will separate the beamline into the three vacuum sections and the vacuum isolation windows.  
Vacuum Components
Many of the vacuum components that will be installed in the M4 beamline will be reused from the Accumulator Ring, AP2, AP3 and D to A beamlines.  This includes beam tube, pumps, beam valves, etc.  Reuse of the equipment is part of the Project’s value engineering program to reduce the overall cost of the Project. However, reused components will require testing and evaluation, and some will require refurbishment, to allow their extended use for the lifetime of the Mu2e experiment. Table 4.27 is a summary of the vacuum hardware that will be needed for the M4 beamline. The table includes columns for hardware that will be reused and hardware that will be purchased new.
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[bookmark: _Ref374444736]Figure 4.99. M4/M5 (left) and M4 (right) beamlines showing location of beam valves and vacuum windows.
Pumps
The required pumping capacity will be achieved through the reuse of 270 L/s and 30 L/s ion pumps from the Accumulator Ring. These will be installed directly into the M4 beamline roughly every 30 ft. to handle the gas load. The 30 L/s pumps will be used primarily in tight spaces like the horizontal bend section.  Roughing pumps (oil free) and turbo molecular pumps will also be reused from the Accumulator Ring. They are free standing and movable and will be used for initial pump-down of the beamline from 1.0×10-3 Torr and 1.0×10-6 Torr respectively. Under normal vacuum operation ion pumps should be adequate to hold the required vacuum level of 1.0×10-8 Torr. 

The number of ion pumps required for the M4 line can be estimated by analogy with the existing AP-2 beamline. The AP-2 line beam tube diameter and length are similar to the new M4 line.  The AP-2 line is 910 ft. long and has twelve 270 L/s ion pumps.  It consists primarily of 5-1/2 inch OD SS beam tube with very few diagnostics or high gas load devices. Its vacuum pressure is 1×10-8 Torr.  This suggests that eleven 270 L/s ion pumps should provide similar vacuum pressure in the M4 line if all things were equal. However, the new M4 line will have additional diagnostic components with outgassing rates that are higher than that of plain Stainless Steel beam tube. To accommodate the higher gas loads the number of 270 L/s ion pumps has been increased to 20.  Once the outgassing rates of these components have been more accurately determined, the pumping capacity will be adjusted accordingly.

[bookmark: _Ref374446087]Table 4.27. Components for M4 Vacuum System.
	Components	
	Existing
	New

	Ion Pump, 270 L/s
	20
	

	Ion Pump, 30 L/s
	6
	

	Roughing Pump, 20 CFH Scroll Pump
	2
	

	Turbo Pump, 80 L/s Turbo Pump
	2
	

	Valve, 1.5” Vent-up
	8
	

	Valve, 4” Beam Valve, Pneumatic, Remote Controlled
	5
	

	Valve, 4” Beam Valve, Hand Operated
	2
	

	Window, Titanium
	3
	

	Valve, Turbo Cart Pump-out
	8
	

	Pirani Gauge
	8
	

	Cold Cathode Gauge
	8
	

	Ion Gauge
	8
	

	Beam Tube, 4” Type 316L SS  (ft.)
	0
	500 (est.)

	Beam Tube 5-1/2” Type 316L SS (ft.)
	200 (est.)
	

	Beam Tube, 6” Type 316L SS (ft.) 
	0
	100 (est.)


Beam Tube
The M4/M5 common section of the beamline is 28.9 m (95 ft.) and the M4 beamline proper is 215.1 m (705 ft.).  Most of the beam tube that will be installed in the M4 proper section of the beamline will be 4” diameter.  There are some exceptions, such as the extinction section, where the beam size can potentially be bigger and 6” diameter beam tube will be used.  The end of the final focus will also require larger beam tube to allow for the required angle bumps on the target. The beam tube material will be stainless steel 316L welded.  Some beam tube will also be reused from the Antiproton source, which is 5.5” diameter. The M4/M5 combined section of the beamline will reuse the 5.5” diameter beam tube to meet the beam size requirements for both g-2 and Mu2e.
Other Vacuum Considerations
There are a couple of elements installed in the M4 beamline that may require additional consideration. One is the AC Dipole located downstream of the major horizontal bend section. This device may need additional vacuum isolation, which will be accomplished by using hand operated beam valves to isolate that high gas load region during maintenance and pump-down of adjacent sectors. Another M4 beamline location that will require additional consideration is the protection collimator at the end of the beamline.  One additional hand operated beam valve will be installed to isolate that high gas load region during maintenance and pump down of adjacent sectors. The end of the beamline vacuum window will act as a second valve.
Vacuum System Controls
The vacuum station located at the AP30 service building will be reused to house all of the vacuum controls, interlocking hardware, ion pump power supplies, etc. that will be needed for the M4 beamline vacuum system.  Figure 4.100 shows the vacuum station as is was used for the Accumulator Ring. Almost all of this equipment will be reused for the M4 beamline vacuum system.
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[bookmark: _Ref374444841]Figure 4.100. M4 beamline vacuum station located at AP30 service building will be reused.
Beamline Vacuum Risks
Currently the biggest risk for the vacuum system is the possible determination that it is necessary to change the beam tube material from stainless 316L welded to stainless 316L seamless.  There is presently a lack of available stainless 316L seamless, the cost of acquiring it is high and the quality is poor. There is a very small probability that there will be such a change in the requirement for the beam pipe. There are also potential risks of vendor delays that could impact the installation schedule. However, this risk has a low probability and a small impact to the overall M4 installation schedule. 
Beamline Vacuum Quality Assurance
Specifications and installation procedures will be written to ensure that the acquisition and installation of parts will follow the technical requirements. Additionally, quality control checks will be done on the existing equipment to ensure that the parts are handled and checked along the way. Additionally, punch lists will be used during the installation so that all necessary steps are completed.  A Muon Campus installation coordinator has also been identified to aid in the installation schedule and flow of work.
Beamline Vacuum Installation and Commissioning
The beamline vacuum system will be installed toward the end of the beamline installation process after beneficial occupancy is granted for the tunnel enclosures. All magnet stands and magnets must be in place before any vacuum system can be installed. Only the cables for the vacuum system controls will be installed at the front end of the installation schedule.  Most beam tube components will be welded into place but bolted flanges and bellows will also be used. Upon completion of installation, the vacuum system will be leak checked and certified to the vacuum pressure required.  Commissioning will include fixing punch list items for the vacuum system and vacuum controls. 
Beam Line Low Conductivity Water 
Beamline Low Conductivity Water Requirements
The Low Conductivity Water (LCW) system is used as a standard water cooling system across the Fermilab accelerator complex. The LCW system is primarily responsible for cooling magnet and magnet power supply systems. Since the Mu2e experiment will reuse the Debuncher Antiproton production storage ring, the LCW system for this machine can also be reused, though with some modifications.  The newly built M4 external beamline and the new MC-1 and Mu2e buildings will all require standard LCW to cool magnets and power supplies. LCW is also required for the Production Solenoid Heat and Radiation Shield. The LCW system is sourced from the Central Utility Building (CUB) and must be piped to the Muon Campus.  Connections to the main LCW headers must be modified to provide service. Standard LCW cooling parameters for temperature, flow and conductivity can be seen in Table 4.28. Detailed requirements for sourcing, implementing and installing the LCW systems for the M4 beamline are provided in reference [95].

A tunnel compressed air system will also be required.  Tunnel compressed air is used to drive pneumatic control systems such as vacuum beam valves.  A system currently exists in the Delivery Ring and will need to be expanded for the new M4 beamline and service buildings. Table 4.29 provides a summary of the LCW cooling demands for the external M4 beam lines and MC-1 and Mu2e buildings. 

[bookmark: _Ref374446248]Table 4.28: Standard LCW Cooling Parameters
	Supply Temp
(℉)
	Flow
(gpm)
	Conductivity
(MΩ-cm)
	Supply Pressure
(psi)
	Return Pressure
(psi)

	90
	1610
	15
	215
	45


[bookmark: _Ref374446302]
Table 4.29. LCW Cooling Demand Requirements
	Location
	Cooling Demand (kW)

	M4 beamline
	710

	M5 beamline
	190

	MC-1 Building
	370

	Mu2e Building
	50

	M2 beamline
	115

	M3 beamline
	220

	Delivery Ring
	1160



Beamline LCW Technical Design
The Fermilab Muon Campus and associated Muon g-2 and Mu2e experiments require fluid system cooling. Because of the location of the Muon Campus, reconfiguring the existing 95 F low conductivity water (LCW) and central utility building (CUB) chilled water (CHW) piping systems to satisfy the Muon Campus’s fluid cooling needs is the logical and least costly plan.

The new LCW cooling system will provide general process fluid cooling to the new Muon Campus accelerator infrastructure that includes the M4 beamline, the MC-1 and Mu2e buildings. The CHW system will provide comfort and limited process cooling to the Muon Campus service buildings (AP0, AP10, AP30, and AP50) as well as the new Muon Campus experimental halls.

The new Muon Campus LCW piping system layout is very similar to the existing 95F LCW layout.  However, in order to accommodate the cooling needs of the new Delivery Ring and M4 beam lattice configuration, some modification to the existing piping layout is needed. With the decommissioning of the Antiproton Accumulator Ring, all water-cooled Accumulator Ring magnets will be disconnected from the existing LCW system and relocated. The LCW piping network for the Delivery Ring and the AP‑2 and AP-3 beamlines will remain largely unchanged, aside from the addition of a few new valve taps and minor piping header modifications necessary to provide physical clearance for the new Muon campus beam lattice.  

The Muon Campus LCW system will include new piping lines in the M4 and M5 beamline enclosures. These general-purpose LCW piping lines will extend to the respective MC-1 and Mu2e buildings. In addition to the general LCW cooling needs, the MC-1 building will house electrical components that will require special LCW temperature setting and stability. A special heat exchanger configuration will be designed and installed to cool a portion of the incoming Muon campus LCW to the desired temperature setting using CHW provided directly to the MC-1 service building from CUB. A comprehensive thermal/flow simulation of the new Muon campus LCW system has been generated using AFT Fathom Pipe Flow Analysis & System Modeling Software. The heat load and flow summary is tabulated in Table 4.30.

The construction of the new M4 and M5 beam line enclosures present both design and construction challenges for Muon campus LCW and CHW piping. These underground beamline enclosures, once constructed, will interfere directly with the Muon campus 8” LCW and 6” CHW main supply and return piping header alignment, previously installed in this area.  As a result, these piping headers will have to be rerouted. The current design plan will require cutting the interfering piping sections and relocating them over the accelerator beamline enclosure. A sophisticated venting system where the cooling headers route over the beamline enclosure has to be designed to eliminate air pockets that may accumulate at this location. Additionally, in order to accommodate the water-cooling needs in the M4 and M5 accelerator beamline enclosures, pipe tees with isolation valves will be installed at suitable locations on the main supply and return piping headers between the CUB and the M4/M5 beamline enclosure. From the branches of the tees, the LCW piping headers will enter the M4/M5 beamline enclosure to provide cooling water to the various components. Figure 4.101 below illustrates the routing of the piping main headers from CUB and shows how the piping is distributed in the new beam line.

The new Muon campus will require approximately 2000 feet of new stainless steel pipe to accommodate the new LCW piping extending along the M4 and M5 beamlines and continuing to the MC-1 (Muon g-2) and Mu2e buildings. LCW supply piping will likely utilize 6” diameter NPS piping based on the current conservatively estimated cooling demands in this area shown in Table 4.30.  However, the size could be reduced to 4” NPS if the final estimated flow requirements are less than anticipated.



[bookmark: _Ref374446399]Table 4.30. Simulated flow and heat load summary for the Muon Campus LCW cooling system
	Heat Load Component
	Inlet Temp.
(℉)
	Outlet Temp.
(℉)
	Temp. Difference (℉)
	Avg. Temp.
(℉)
	Flow Rate (gpm)
	Heat Load
(kW)

	Delivery Ring Loads

	MAN 13
	86.6
	103.54
	16.94
	95.07
	56.68
	139.80

	MAN 2
	86.6
	101.80
	15.20
	94.20
	41.90
	92.73

	MAN 3
	86.63
	104.38
	17.75
	95.505
	56.78
	146.74

	MAN 4
	86.64
	103.72
	17.08
	95.18
	50.19
	124.81

	MAN 5
	86.62
	101.73
	15.11
	94.175
	41.34
	90.95

	MAN 6
	86.63
	103.61
	16.98
	95.12
	76.11
	188.17

	MAN 7
	86.62
	105.19
	18.57
	95.905
	55.7
	150.60

	MAN 8
	86.6
	97.79
	11.19
	92.195
	35.26
	57.45

	MAN 9
	86.6
	104.25
	17.65
	95.425
	64.2
	164.98

	Delivery Ring Summary
	478.16
	1156.23

	Remaining Loads

	M2 Line1
	86.64
	92.85
	6.21
	89.74
	127.54
	115.32

	M3 Line
	86.62
	97.15
	10.53
	91.88
	142.48
	218.45

	M4 Line
	86.59
	103.85
	17.26
	95.22
	279.69
	702.88

	M5 Line
	86.58
	93.91
	7.33
	90.24
	178.72
	190.74

	AP102
	86.63
	98.82
	12.19
	92.72
	28.23
	50.10

	AP302
	86.65
	96.58
	9.93
	91.61
	69.17
	100.01

	AP502
	86.63
	100.22
	13.59
	93.42
	101.31
	200.46

	MC-1 Bldg
	86.70
	104.21
	17.51
	95.45
	144.98
	369.62

	Mu2e Bldg
	86.79
	92.72
	5.93
	89.75
	57.84
	49.94

	Total Summations
	1608.12
	3153.75

	P-Bar HX
	99.08
	86.57
	12.51
	92.82
	1609.35
	-2931.36[footnoteRef:31] [31:  Negative number reflects dissipated heat.] 




Notes:
1. Includes heat load for the abort lines
2. A conservative assumption of heat load is made
3. MAN stands for manifold

General Notes:
The production solenoid radiation heat shielding has a current estimated flow requirement of 3 gpm.  This flow and associated heat load data is not included in the table above.
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[bookmark: _Ref374797638]Figure 4.101. LCW header routing for the M4 and M5 beamlines and the MC-1 and Mu2e service buildings.
Production Solenoid Heat and Radiation Shielding
The LCW system will also provide water for the Production Solenoid Heat and Radiation Shield (HRS).  There is a vessel around the HRS that requires LCW at 3 gpm.  Figure 4.102 shows how the LCW system will interface to the HRS. 
Compressed Air System
In addition to the fluid cooling needs, the new Muon Campus will also have a need for a compressed air system. The compressed air system is drives pneumatic controls for tunnel systems such as beamline vacuum valves.  The system also supports the use of pneumatic tools. The compressed air system for the existing Antiproton Source will remain essentially unchanged for the new Muon Delivery Ring footprint.  However, a new and independent compressed air system will be specified and designed to accommodate the compressed air needs of the M4 and M5 beam line enclosures and the new Muon Campus experimental halls. The compressor will be located inside the MC-1 building. Figure 4.103 illustrates the Muon Campus compressed air system.

[image: ]
[bookmark: _Ref374445147]Figure 4.102. Model of the production solenoid showing LCW path.

[image: ]
[bookmark: _Ref374445281]Figure 4.103. Illustration of Muon campus compressed air system. 
Beamline Quality Assurance
The Mu2e Project will adhere to strict construction and quality assurance codes, FESHM 5031 and ASME B31.3. The welders hired to construct the piping system will be ASME Section IX and ASME B31.3 qualified. Further, all welders will be tested at the Fermilab weld shop on a welding procedure specification approved by the responsible engineer. 
In-process QA, which is required by the governing piping code, will be performed by the Task Manager to make sure that welds are of acceptable quality.
Beamline LCW Installation and Commissioning
The beamline LCW system will be one of the first systems installed in the M4 and M5 tunnels once beneficial occupancy is granted. FESS will reroute the main LCW and CHW headers from CUB and extend them into the tunnel enclosure at the M4/M5 alcove.  Pipe fitters and welders will install the LCW header in the tunnel on the magnet side of the wall for the entire length of the M4 tunnel.  From that point, the tunnel piping will be installed through dedicated penetrations into the MC-1 and Mu2e buildings. Commissioning the system will involve checking for leaks and venting all air out of the system.  The LCW will be then tested to confirm required flow, temperate and pressure.
[bookmark: _Ref374433157]Extinction
The Mu2e experiment proposes to use a proton beam pulsed at approximately 0.6 MHz. The use of a pulsed beam is motivated by the fact that a significant background is produced by secondary beam particles (primarily pions) that reach the detection region during a time interval starting shortly after pulses hit the production target and extending for about 700 nsec.  By detecting conversion electrons only for times later than 700 nsec, this background is significantly reduced. 

Beam extinction is defined as the ratio of the number of protons striking the production target between beam pulses to the number striking it during the beam pulses. It has been established that an extinction of approximately 10‑10 is required to reduce these backgrounds to an acceptable level [3]. The extinction requirement varies with the exact time that the proton strikes the target between the pulses, and 10-10 is a representative number assuming that the out-of-time particles are distributed uniformly between pulses.

Mu2e aims to achieve this extinction in two steps:
· The technique for generating the required bunch structure in the Recycler Ring will naturally lead to a high level of extinction. The fast kicker that transfers beam from the Recycler to the Delivery Ring should preserve this level of extinction. Some beam will leak out of the RF bucket in the Delivery Ring during slow extraction. Taking this into account, extinction of 10-4 or better is expected as beam is extracted to the M4 beamline.
· The M4 beamline line will incorporate a set of oscillating dipoles (“AC dipoles”) to sweep out-of-time beam into a system of collimators.  This will achieve an additional extinction factor of 10-7 or better.
Extinction Requirements
The extinction requirements are described elsewhere [3].  Protons hitting the production target during or slightly before the detection window can generate pions that can be captured in the stopping target.  The subsequent radiative decay can produce a photon, which in turn pair produces to create a background electron, mimicking a conversion signal.  An analysis of this background shows that an extinction level of 10-10 is required, where this as defined as the amount of beam between pulses divided by the beam in pulses, as illustrated in Figure 4.104.

[image: ]
[bookmark: _Ref374373259]Figure 4.104. Time structure of the beam, indicating the required extinction.
Extinction Technical Design
[bookmark: _Ref374781525]Principles of Operation
The technique for generating the required bunch structure in the Recycler Ring will naturally lead to a high level of extinction. To preserve this level of extinction, extraction/injection kickers with short flat tops will be used to transfer beam from the Recycler, such that essentially no out-of-time beam is transferred to the Delivery Ring [105].  Out-of-time beam may develop in the Delivery Ring because of space charge, beam gas interaction, or beam loading effects on the RF, but this has been estimated to be at level below 1×10-4 [106].

Extinction downstream of the Delivery ring is accomplished using deflecting magnets in the M4 beamline and a collimation system. In-time protons are transmitted to the production target with high efficiency and out-of-time protons are kicked into the collimators. The principle is illustrated in Figure 4.105. Ideally, one would like a kicker that would cleanly kick the out-of-time beam into an absorbing collimator, or equivalently kick in-time beam into the transport channel; however, such a kicker operating at the 600 kHz bunch rate is beyond the state of the art. Therefore, the system will utilize a pair of resonant dipoles to achieve the desired deflection.

These magnets still represent a technical challenge, so the design effort has focused on the optimization of the magnet specifications, which are tightly coupled to the optical parameters of the beam line [103]. To summarize, the minimum stored energy of the bending magnet scales roughly as
[image: ]

where x is the betatron function in the bend plane, and L is the length of the magnet, assuming a waist in the non-bend plane. This leads to long, fairly weak magnets and a large betatron function in the bend plane. It was determined that a length of 6 m and a betatron function of 250 m were the largest practical values that could be achieved without unacceptable complications and increased length of the beam[104].

This design implicitly assumes there is no beam outside the specified admittance ellipse.  Such beam risks being deflected into the transmission by the AC Dipole.  It’s therefore important to use collimators to precisely define the bounding beam admittance upstream of the AC dipole.

[image: ]
[bookmark: _Ref247691138]Figure 4.105. Principal of operation of the AC dipole/collimation system.  The dipole system introduces an angular deflection, which causes a lateral transverse deflection 90° betatron phase advance downstream.
AC Dipole Design
The magnetic design of the AC dipole system is based on three harmonics, with the specifications shown in Table 4.31.  The 300 kHz harmonic is phased such that in-time beam will pass through the collimator at the nodes. The 4.5 MHz harmonic reduces the slewing during transmission and has been optimized to minimize loss of in-time beam. The 900 kHz harmonic is designed to reduce the maximum amplitude to prevent beam scraping upstream of the collimator. These harmonics generate the waveform shown in Figure 4.106. 50% of the beam is extinguished at roughly ±87 nsec, with 100% extinction at ±114 nsec. We are requiring the high frequency element to operate up to 5.1 MHz (17th harmonic), to accommodate shorter bunches, if the Delivery Ring is able to produce them. 

[bookmark: _Ref374432434]Table 4.31. Specifications of the three harmonics of the Extinction AC dipole.
	Magnet 
	Frequency 
(kHz)
	Length (cm)
	Aperture
	Peak B Field (Gauss)

	
	
	
	bend plane (cm)
	non-bend  (cm)
	

	A
	300
	300
	7.8
	1.2
	120

	B
	3800
	300
	7.3
	1.2
	15
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[bookmark: _Ref247886696]Figure 4.106. Final AC dipole waveform.  On the left is the waveform over a complete cycle and on the right is the waveform over the transmission window.
The two harmonics use identical magnetic elements, each consisting of three 1 m long segments, as shown in Figure 4.107. The individual conductor leads are fed through for connection to the power and water supplies.

[bookmark: _GoBack]Tests were conducted using a half-meter prototype, shown in Figure 4.108. This prototype was tested at the requisite field at both 300 kHz and 5.1 MHz, as shown in Figure 4.109. Based on tests of the prototype, we have chosen CMD10, by Ceramic Magnetics, Inc., as the ferrite for the system.  The properties of this ferrite are shown in Table 4.32. The low and high frequency components will dissipate 8 kW and 800 W of power respectively, and the total LCW requirement will be approximately 10 gpm.

[image: ]
[bookmark: _Ref247604561][bookmark: _Ref247605092][image: ]Figure 4.107. Design of three-element AC dipole module. The flange-to-flange length is 3 m.  Two pump-out ports are shown on the top. Each 1 m long element has two separate water-cooled conductors, one on each side of the transmission channel.  The entire ferrite element is under vacuum, and these conductors are connected to the outside via high-vacuum feed-throughs. Each 1 m segment can be independently excited.
[bookmark: _Ref280358030]Figure 4.108. Drawing (top) and picture (bottom) of the half-meter prototype, shown to illustrate the details of the design. Single-pass water-cooled conductors pass on either side of the beam gap through the ferrite.
[bookmark: _Ref257113040]Table 4.32. Properties of CMD10 ferrite, measured in AC dipole prototype. Power dissipation values are for the half-meter prototype. Test showed that the required fields could be achieved with temperatures remaining below the Curie temperature of this ferrite.
	Coercive force
	0.12 Oersted

	Maximum permeability
	5500

	Curie temperature
	130 °C

	
	300 kHz
	5.1 MHz

	Current
	114 A
	8.6 A

	Power
	1013 W
	190 W

	P/I
	8.9
	22.1

	µ
	2100
	500

	µ
	220
	580

	tan-1(µ/ µ)
	6.0°
	49.2°

	Q
	9
	0.8
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[bookmark: _Ref247690746][bookmark: _Ref248118445]Figure 4.109. Response of the prototype at 300 kHz and 5 MHz. The plot on the left shows the field measured in the 300 kHz prototype, using an inductive pickup coil. The plot on the right shows the voltage and current at 5 MHz, indicating that the requisite field has been reached.
AC Dipole Power Supplies
The 300 kHz module will be powered by a slightly modified version of a switching power supply that has been frequently used at Fermilab [108]. The schematic of the circuit is shown in Figure 4.110. The high frequency module will be powered by a commercial RF power supply.

Figure 4.111 shows the conceptual layout of the control system.  Electromechanical tuners will keep the magnets on resonance. These will be controlled by a feedback loop that monitors the relative phase between the voltage and the current.  The high frequency component will be phase locked to the low frequency, and the entire system will be phase locked to the revolution frequency of the Delivery Ring.
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[bookmark: _Ref247691181]Figure 4.110. Modified (Krafczyk design) switching power supply and control loop for 300 kHz magnets.
[image: ]
[bookmark: _Ref247691711]Figure 4.111. Conceptual layout of the power supply control system.  The two harmonics shown are phase locked together and the entire system is phase locked to one of the four RF buckets in the Delivery Ring.
[bookmark: _Ref377115952]Collimator Placement and Design
The AC dipole works in conjunction with a system of five collimators, all operating in the horizontal plane. The first two collimators are upstream of the AC dipole to clean up any beam tails that are outside of the nominal 35  mm‑mrad emittance of the beamline. The third collimator is approximately 90° in phase advance downstream of the AC dipole.  This is designed to optimally absorb the out-of-time beam. 

All collimators are of the same design, which is shown in Figure 4.112. Steel jaws open to a maximum of 3.3” and close to a minimum of 0.4”. The ends of each jaw are independently moveable so the angle may be adjusted. The design allows for a 1 mm layer of Tungsten cladding, if it proves to be beneficial for the upstream collimators.


[image: ]
[bookmark: _Ref247705061]Figure 4.112. Collimator design.  Details shown at right are: 1-vacuum chamber; 2-motor drive mechanism; 3-LVTD; 4-frame; 5-beam tube.
Collimator movement and position read back are implemented through a standard Fermilab system of actuators, stepper motors, and LVDT position transducers. An example of the control system is illustrated in Figure 4.113.
System Performance
The total extinction of the system will be the product of the extinction level of the beam extracted from the Delivery Ring and the transmission window of the AC dipole.

A simulation of the delivery ring has been performed, including space charge and beam loading effects [106]. Figure 4.66 shows the time distribution of a proton bunch at the time of extraction from the Delivery Ring. The simulated extinction outside of the 125 nsec half-width, is (1.64±0.13)×10-5. The tails of the beam extend into a region a few tens of nsec after the transmission window; however, because this is convoluted with the decay time of the pions before the detection window, we are not sensitive to this beam [107].

The performance of the external extinction system was evaluated using G4Beamline [109]. The external extinction system achieves an extinction of 5×10-8 or better for all beam outside of the nominal ±125 nsec window. The performance of the entire system (Delivery Ring + collimators + AC dipole magnets) is shown in Figure 4.114.  We see that the total extinction is better than 10-11 at all times for beam more than 10 nsec outside the nominal transmission window. The transmission of the in-time beam was found to be 99.7%.
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[bookmark: _Ref247886970]Figure 4.113. Example of control and readout system for collimators. The system is comprised of stepping motor controllers, shown at left, with interface cards to the ACNET control system, shown at right.
A detailed simulation of the system has been performed using both MARS and STRUCT. The performance of the system is shown in Figure 4.114 [109].  We see that the total extinction is better than 10-11 at all times for beam more than 10 nsec outside the nominal 230 nsec transmission window.
Extinction Risks
The primary risk is that the system will not achieve the required level of extinction for the beam that is extracted from the Delivery Ring, due to beam drifting out of the bucket during slow extraction.  Because the simulations are believed to be accurate, this is considered to be an operational risk due to a malfunction or non-optimization of the RF system. 

Problems with the AC dipole system could arise from incorrect phases or amplitudes in the magnetic elements. Again, this is considered an operational risk, as both will be monitored in the control system. Phase problems would be readily apparent as beam losses on the collimators increase, which would be observed in the beam loss monitors. More subtle problems would be detected by the Target Monitor System, which is described in section 4.10.2.1.
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[bookmark: _Ref247708546]Figure 4.114. Performance of the combined system.  The black line (scale at left) shows the transmission curve of the external dipole/collimator system, based on the G4Beamline simulation.  The green curve (scale at right) shows the ESME simulation of the beam extracted from the Delivery ring. The blue curve shows the convolution of the two.
Extinction Quality Assurance
The magnets and power supplies will be tested together at full power, well before installation.  Magnetic probes will be used to verify that the field meets specifications.

The collimators, actuators, stepping motors, and LVDTs will be assembled and tested prior to installation, to insure proper operation.
Extinction Installation and Commissioning
The AC dipole system and collimation system will be installed along with the other beam line elements.  The system will be commissioned during the beam line commissioning to the dump.  

The performance of the AC dipole system will be evaluated by varying the phase relative to the nominal bunch time.  Thus the extinction factor can be measured at the beam dump using an ordinary hodoscope.
[bookmark: _Ref374371296]Extinction Monitoring
Measuring extinction at the 10-10 level will be very challenging. The Extinction Monitor described here will measure the extinction of beam that hits the production target, with the goal of getting a 10-10 measurement within roughly an hour, depending on the intensity and duty factor of the beam.
Extinction Monitoring Requirements
The requirements for extinction monitoring are summarized in Table 4.33. An explanation of these requirements is given elsewhere [5]. 

[bookmark: _Ref246580394]Table 4.33. Extinction monitoring requirements
	Specification
	Target Monitor

	Extinction sensitivity (90% CL)
	10−10

	Extinction accuracy (systematic)
	10%

	Integration time 
	6×1016 POT (~1 hr at 100% duty factor)

	Timing resolution (RMS)
	<10 nsec

	Rate-dependent error over dynamic range
	<10%

	Increase in beam emittance
	N/A

	Initial readiness
	When the production target is ready

	Access time (assuming monthly access is needed)
	4 hrs.

	Radiation hardness (minimum protons delivered before replacement is required)
	4×1020 POT



The extinction monitor, also known as the “Target Monitor,” will measure the overall performance of the extinction system by monitoring the extinction of the beam that is hitting the production target. The time scale of interest is the total time over which data is taken, but a shorter time has been chosen so that unforeseen problems may be detected before a significant amount of data is lost.
[bookmark: _Ref374449597]Extinction Monitoring Technical Design
[bookmark: _Ref272748424]Target Extinction Monitor
The target extinction monitor design consists of a momentum-selecting filter consisting of collimators and a permanent dipole magnet, a magnetic spectrometer consisting of planes of silicon strips, scintillating trigger counters and a dipole magnet, and a range stack that will help establish the muon content of both in-time and out-of-time beams. It also includes a collimator located in the primary beam line upstream of the final focus section. This collimator limits the transverse size of the beam so that, in conjunction with the protection collimator, it eliminates beam halo that would otherwise interact with the Production Solenoid cryostat and the Heat and Radiation Shield (HRS) to produce a source of background events for the extinction monitor.
Filter
Figure 4.115 shows the location of the filter with respect to the target and proton beam dump. The filter consists of three major components (see Figure 4.116). The first component is an entry collimator that selects secondary particles produced within a small solid angle from the production target and defines the location of the detector. In order to maximize signal rate, it is oriented close to the beam axis but at a sufficiently large angle to avoid the beam dump.  The collimator is angled upwards in order to locate the detector above and behind the proton dump. This location minimizes civil construction costs. The length of the collimator is chosen to be just long enough to allow room for a meter of shielding above the dump core. 

The second component is a permanent dipole magnet that is oriented to transport charged particles with an average momentum of 4.2 GeV/c. The charge and momentum were chosen to maximize signal rate (based on simulations). The magnet also serves the function of blocking line-of-sight down the channel, removing unwanted background from low energy neutral particles such as neutrons and photons. The magnet itself is a pre-existing permanent dipole that is being recycled for this purpose. The decision to use an existing permanent dipole not only reduces costs but minimizes maintenance and ensures stability of the signal rate.  However, this means that the magnet aperture sets the useful maximum size of the collimator channels.
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[bookmark: _Ref376431664]Figure 4.115. Location of the filter for the target extinction monitor.
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[bookmark: _Ref374960479]Figure 4.116. The components for the target extinction monitor
The third component is the exit collimator, which is embedded in a two-meter thick concrete wall that shields the detector from radiation produced by the particles that did not make it through the collimation system. The length is chosen to be just long enough to provide adequate shielding.
Filter Engineering Details
Figure 4.116 gives an overview of the target extinction monitor components.  At the far left is the proton absorber (proton beam dump) with the entrance collimator above it.  The green permanent magnet in the middle (magnet) room is the filter magnet.  To the right is the exit collimator.  In the detector room is an array of trigger scintillator paddles, pixel planes, a spectrometer permanent magnet, and a muon range stack. Visible at the top of the picture is the long narrow hatch through which all equipment in the middle and detector rooms will be installed.

The Extinction Monitor filter is made up of two alignable shielding plugs/collimators traversed by beam channels and separated by a permanent magnet. The plugs are steel pipe weldments filled with concrete.  The plug collimators are surrounded by a larger pipe, called a fixed liner, and are adjustable by alignment mechanisms that will create the required pointing vectors in the final survey. There is a 0.50 inch gap between the plug collimator and the fixed liner. The alignment mechanisms can place either end of the plug anywhere inside the fixed liner pipe, changing the pitch and yaw angles of the beam channel.

Figure 4.117 shows a section through the entry collimator. The beam channel does not change in diameter, but the shielding diameter does change, creating a radiation labyrinth.  The lighter gray section around the beam channel is concrete. Surrounding the plug is a half-inch air gap, followed by the larger pipes of the fixed liner.  The darker gray material around the fixed liner is steel shot that will be poured in through the curved pipe at the upper right of the picture. The steel shot is contained by a larger pipe embedded in the concrete absorber.
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[bookmark: _Ref376432076]Figure 4.117. Cross section through the Entrance Collimator. 
The radiation levels in the PS area (the left of the picture) will be relatively high. To avoid unnecessary exposure to personnel, adjustment cams for the upstream end of the entry collimator will be accessible from the magnet room using the blue gear boxes shown in the upper right.  Both ends of the plug collimators are supported by custom spherical bearings to allow for angular alignment. The beam aperture through the entrance collimator is 50 mm.  The entrance plug collimator weighs 2,022 lbs.  The collimator beam channel is 4,286.25 mm long.

The collimator plugs may be adjusted at any time because of the air gap between the plugs and the fixed liner. The fixed liner may also be adjusted before the steel shot is installed.  Figure 4.118 shows a close-up view of the upstream end of the entry collimator. The green rings are the inner and outer races of a spherical bearing that allows angular adjustment of the fixed liner.  The blue rings are the inner and outer races of the spherical bearing that supports the upstream end of the plug collimator.  The set-screws and blocks on the fixed liner allow it to be positioned within the pipe embedded in the concrete.  Once it is positioned, there are rotating clamps that fix the position of the fixed liner flange relative to the flange welded to the embedded pipe. This seals the upstream end, allowing the steel shot to be poured in place.
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[bookmark: _Ref376432299]Figure 4.118. Close-up section view of the upstream end of the entrance collimator.
The entrance collimator plug is designed for alignment from within the magnet room, as the radiation level in the PS room will be too high to allow human access to the upstream end of the entrance collimator. The mechanism that provides this capability is shown in Figure 4.119. The dark blue ring is the outer race of the plain spherical bearing that supports the upstream end of the plug collimator.  This race sits on two circular eccentric cams that are driven by shafts running through the space occupied by the steel shot up to the magnet room. The pitch and yaw angles of the entrance collimator can be changed by individually adjustable cams. Threaded rods on the flange allow for adjustment of the fixed liner to the required angle. The green ring is the spherical plain bearing on the fixed liner that allows for angular adjustment of the fixed liner. 

[image: D:\Current Jobs\Mu2e experiment\Mu2e master model 11-19-13\renderings\12-04-13\Mu2e total assy 12-04-13-004.jpg]
[bookmark: _Ref376432429]Figure 4.119. Front view of the upstream end of the entry collimator.
Figure 4.120 shows the downstream end of the collimator. The blue gear boxes allow the cam drive shafts to be adjusted and their worm and wheel design is self-locking. The mechanism on the shelf above the collimator allows the downstream end of the plug to be adjusted both horizontally and vertically.  The orange and yellow rings are the inner and outer races of the spherical plain bearing that supports the downstream end of the plug collimator.

The filter magnet sits in between the entrance and exit collimator plugs on its own kinematic mount (see Figure 4.121).  The magnet weighs 4,286 lbs. and is 3,683 mm long.  The upstream end of the magnet support controls the position of the magnet along the beam direction because the ball and socket joint on which it sits (see Figure 4.122) has no freedom in that direction. The ball and socket is completely free to adjust in roll, pitch and yaw.  The vertical threaded rods below the ball and socket joint control the height of the ball and socket. The socket is mounted on a horizontal slide that adjusts the transverse position. The fixture on which the downstream end of the magnet is mounted is shown in Figure 4.123. The blue plate adjusts this end of the magnet transversely and in yaw.  The bronze bullet nose pins adjust for vertical, pitch and roll.  
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[bookmark: _Ref376432805]Figure 4.120. View of the downstream end of the entrance collimator.
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[bookmark: _Ref376434991]Figure 4.121. The filter magnet on its kinematic mount.
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[bookmark: _Ref376435119]Figure 4.122. Close-up of the ball and socket joint of the filter magnet kinematic mount.
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[bookmark: _Ref376435173]Figure 4.123: Close-up of the V-groove and flat joints of the kinematic mount.
The concept of the kinematic mount is that any adjustment can be made without interfering with other adjustments or causing strain to build up in the structure.  If the horizontal position of the ball and socket joint at the other end is changed (changing the yaw of the magnet), the bullet nose pins simply slide on their mounting surfaces. Since the magnet rests on its stand with three ball joints, it can be picked up and replaced on the stand without changing its position.  This concept has been employed on E760 and most recently on the LBNE target and horn modules.  This allows the magnet to be lifted off its stand during surveying of the plugs and set aside to allow room for the surveyors to access the ends of the collimators.  It can then be replaced to its original location. 

The exit collimator shown in Figure 4.124 repeats most of the features of the entrance collimator in a shorter package, except for the cam drive. Since both ends of the exit collimator are accessible, both ends have simple horizontal and vertical screw adjustments. The beam channel opens up halfway through this collimator from the 50 mm aperture to 75 mm. This reduces the number of interactions occurring just upstream of detectors.  The exit collimator weighs 1,015 lbs. and is 2,203 mm long.
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[bookmark: _Ref376435459]Figure 4.124. Section view through the exit collimator.
Pixels
The proposed detector is based on the FE-I4 silicon pixel chips developed for the ATLAS insertable B-layer upgrade using 130 nm CMOS technology. Each chip reads out 26,880 pixels arranged into 80 columns on a 250 m pitch by 336 rows on a 50 m pitch. Hits are digitized using a 24.9 nsec cycle synchronized to the accelerator, so that the number of clock ticks per Delivery Ring revolution period is an integer: (1694 ns)/(68 ticks) = 24.9 nsec.  The distance between the peaks of two consecutive micro-bunches is 68 clock ticks: 10 “in-time” and 58 “out-of-time.”  Readout information identifies each pixel that was hit, the time of the hit and the time-over-threshold (ToT), which is the length of time the pixel remained in the high state (a proxy for the amount of deposited charge).  Hit time and ToT are read out in units of clock ticks. More information about the chip can be found in [112] [113] [114] [115] [116].

The radiation performance and requirements of the extinction monitor depend on the expected flux of ≤ 2×1012 neutrons/cm2/year and 4×1013 protons/cm2/year (all without any re-weighting by known damage curves). The neutron flux was obtained from a MARS simulation of the extinction monitor shielding [117] whereas the proton flux was deduced from the signal rate simulations described earlier. The damage curve may significantly reduce the neutron equivalent fluence, but for protons with a momentum of 4 GeV/c, the damage factor is only about 0.6. Thus the effective flux is about 3×1013/cm2/year.  Thus the radiation damage to a sensor will lead to a leakage current of order I0 + 24 A (per year) or an increase of 72 A after 3 years.  This is well below the 800 A/cm2 FE-I4 maximum acceptable current.  The chip itself is radiation hard to 250 Mrad and 5×1015 neq/cm2; also well above what we need.

A cooling system is needed to prevent the readout chips from overheating.  The leakage current in a silicon sensor drops quickly with temperature, improving the signal to noise ratio. Therefore the sensors will be cooled to an operating temperature of a few degrees Centigrade, safely above the dew point of dry air. Heat from the sensors will be conducted by the TPG planes to the cooling pipes (shown in Figure 4.126 and Figure 4.128). An ethylene glycol based coolant will be pumped through the system and cooled using a recirculating chiller.

The Mu2e extinction monitor detector consists of two sensor stacks with four pixel planes each. A permanent magnet in-between the stacks allows reconstruction of the track momentum.  The long pixel dimension is horizontal for all chips, providing a more precise measurement in the bend direction.  

These pixel chips require an external trigger signal. However, for the extinction measurement, it is necessary to trigger on any out-of-time track passing through the pixels. This will be accomplished using scintillator trigger counters that are discussed below. In-time tracks will be pre-scaled to stay within the readout capabilities of the pixel chip. This is illustrated in Figure 4.125. A signal from each of the trigger scintillator counters is discriminated and fed into the TDAQ electronics, which computes a coincidence signal.  The in-time signal is based on a clock counter. It defines the in-time and out-of-time regions.  The bottom line in Figure 4.125 identifies a set of time bins that will be read out.  The in-time hits are read out for only a fraction of proton micro-bunches.  A simulation has demonstrated that the chip can handle the data rate with a pre-scale factor of 10. This is sufficient to meet the measurement requirements, however further tests or simulations may indicate that an even lower pre-scale factor could be used.  For example, the micro-bunch at t = 0 on Figure 4.125 is read out, but micro-bunches at t = 68 and t = 136 are not.  During the out-of-time period, a trigger coincidence always generates a trigger signal (no pre-scaling).  In addition to the prescaling of in-time trigger candidates, the trigger software widens the range of the clock to be read out by adding time margins before and after a trigger coincidence. This compensates for imperfect timing and asynchronous arrival of the particles.
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[bookmark: _Ref248120967]Figure 4.125.Trigger timing. Top line: trigger photo detector outputs; 2nd line: coincidence signal; 3rd line: in-time signal; 4th line: time bins for read-out.
Trigger commands will be sent over an LVDS input link. The minimal distance between commands is 5 clock ticks, but a static chip configuration allows the user to set a readout time interval for each command.  The plan is to set the interval to 6 clock ticks.  The chip requires 1 clock tick after the end of a readout cycle to get ready for the next trigger command.  That amounts to a dead time.  While each chip will have that 1-tick dead time after each readout, trigger commands to different pixel planes will be staggered, so that no more than one plane in each sensor stack in is in the "dead" state at any given moment.  This arrangement guarantees that each track will be seen by at least 3 planes in each stack.

The mounting fixtures for the pixels are shown in Figure 4.126 and Figure 4.127. The three green externally threaded bushings give vertical, pitch and roll alignment. By rotating the green bushing, the aluminum triangular plate is adjusted in height and angle.  The dark green mechanism under the pixel plane is for motion in the beam direction.  The purple slide is for transverse motion. The orange assembly is for yaw alignment. The stack of adjustment mechanisms are commercially available items commonly used on optical benches. 
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[bookmark: _Ref248120919]Figure 4.126. A single pixel plane support/alignment mechanism.
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[bookmark: _Ref376436376]Figure 4.127. Section view showing the details of the vertical adjusters.
Pixel Readout
The detection of individual charged particles arriving from the target is accomplished using a telescope comprised of eight planes of pixel sensors, four upstream and four downstream of a bending magnet.  Each upstream plane makes use of two ATLAS sensors read out by four FE-I4B readout chips, while the downstream planes use three sensors read out by six ROC’s.  The sensor and readout chips are constructed as bump-bonded modules and are glued to a sheet of thermal pyrolytic graphite (TPG) to provide the mechanical support and cooling, while minimizing the mass of material in the path of the beam.  The readout chips are wire bonded to a printed circuit board (the Pixel Hybrid) that will provide regulated power and interface the digital clock, control, and readout signals to a connector.  Figure 4.128 shows the arrangement of the sensors and the pixel hybrid board on the TPG sheet.
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[bookmark: _Ref248120923]Figure 4.128. Pixel sensors and readout hybrid board arrangement on the TPG sheet.  The two-sensor upstream plane is shown on the left and the three-sensor downstream plane is on the right.
This low-mass design will be constructed by first mounting the bump-bonded readout chip on an assembly fixture, where it will be tested using a probe card.  The pixel hybrid PCB will then be clamped in place adjacent to the bump bonded module (BBM) and then wire bonded, followed by a repeat of the electrical tests.  Epoxy will be deposited on the TPG sheet and a vacuum fixture will then hold the relative positions of the BBM and the hybrid module fixed while they are lifted from the fixture and precisely placed on the TPG sheet.

Not only does this approach reduce the amount of material in the sensor plane, but it also provides a way to thoroughly test each sensor assembly prior to incorporation into the completed telescope plane.  Finally, the wire bonds will be encapsulated to protect them from mechanical stress and chemical attack from any moisture they may encounter over the life of the experiment.

The signals from the upstream and downstream sides of the telescope each interface to a printed circuit board referred to as the pixel-interface board. The role of the pixel interface board is to provide power distribution to the sensor planes, and to perform the logic level translation between the CML signals required by the FE-I4B chip and the LVDS signals used in the FPGA’s in the DAQ system.  Flat, flexible cable would be used to connect the pixel hybrid boards to the pixel-interface board.  This low-cost option also simplifies the construction of the dry box used to contain the sensor planes that will be needed when operating them at temperatures below the dew point. The pixel-interface board does not contain any programmable logic and will be mounted close to the telescope planes to minimize the length of the FFC cables. Two 68-conductor VHDCI cables carry the signals from each pixel-interface board to the DAQ system.
Trigger Counters
The trigger counters serve three purposes. One is to provide a trigger for the pixel detectors during the out-of-time ticks. Between beam pulses, only a few particles per hour will be observed. The trigger counters will provide an external trigger for the pixel detectors that will measure the momentum of the particles. In addition, the trigger counters will determine the arrival time of the out-of-time particles. We expect very few particles during the out-of-time ticks, so a trigger efficiency of 99.9% is required.  The fake trigger rate must be less 1 kHz. 

The second function is to provide an accurate time stamp for any out-of-time particles that are observed. If we see more particles than expected, an important piece of diagnostic information will be their arrival time. The trigger counters will provide a time stamp with a resolution of better than a nanosecond for any particles present in the out-of-time clock ticks. 
During the 250 nsec beam pulse, the counting rate will be too high for the trigger counters to observe each individual particle. However, they will have to be able to trace out the beginning and end of each beam pulse.

Technical details:
There will be six trigger counters, three upstream of the spectrometer magnet and three downstream. A trigger will require a coincidence of any two out of three counters upstream of the magnet, and any two out of three downstream of the magnet. The final trigger is then a coincidence of upstream and downstream requirements. If individual counters have an efficiency of 99%, the overall inefficiency of the trigger will be less than 110-4, well within the requirements.

The counters will be 5 mm thick and slightly larger than the pixel detectors (45 mm  40 mm upstream; 45 mm  55 mm downstream). The scintillator used will be BC-404, a standard scintillator designed for fast timing. Pre-cut and polished pieces of scintillator can be purchased from commercial vendors. They will be read out through a standard light guide to a phototube. A Hamamatsu H6520, a ¾” tube with a built-in base, or similar, would be an acceptable phototube. The PMT signal will be input to a discriminator board present in the MicroTCA crate that will also produce the time stamp.  The discriminated signals will then be passed to the FPGA in the MicroTCA crate for the necessary logic. 
Spectrometer Magnet 
The spectrometer magnet is a repurposed prototype permanent dipole from the Fermilab Recycler Ring.  Its Mu2e purpose is to bend out low energy electrons generated from muons stopping in the upstream silicon. It was chosen because it was the shortest (0.5 m) available permanent dipole. Its 0.14 T-m integrated field provides enough bend to permit a ~10% momentum measurement, though that is not its primary purpose.

The spectrometer magnet mounting is shown in Figure 4.129. Its alignment is done crudely and then it is locked down in position by the purple corner brackets.  The magnet may be elevated above the channel if an offset is needed with respect to the pixel planes.
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[bookmark: _Ref376437009]Figure 4.129. Close-up of the spectrometer magnet.
Integrated Trigger/Pixel/Spectrometer support
The extinction monitor filter is designed to be adjustable in the event of uneven settling of the proton dump with respect to the target hall. This means that the detector components must also be movable. However, in order to avoid the need to recalibrate reconstruction parameters and to facilitate the realignment effort, it is desirable that the pixel spectrometer and trigger counters be moved as a unit, maintaining their relative alignment. Thus, they will be mounted on a channel table as shown in Figure 4.130. The relative motions of the objects above the channel are small because the angles the pixel planes make with the spectrometer magnet are small and not likely to change much.
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[bookmark: _Ref376437413]Figure 4.130. Triggers, pixels and spectrometer magnet on the channel table.
Figure 4.131 and Figure 4.132 show the six-strut support under the channel that does the overall alignment of everything above the table. The three vertical struts control the height, roll and pitch of the table. The two struts perpendicular to the beam axis control transverse motion and yaw. The single strut almost parallel to the beam controls the longitudinal position of the table. This design is a very cost effective way to align structures because the struts can be made from many identical, cheap parts.  The struts act as turnbuckles that can extend or retract with rotation. 
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[bookmark: _Ref376437522]Figure 4.131. Six strut support structure to align the table on which the pixels, trigger, and spectrometer magnet reside.
[image: D:\Current Jobs\Mu2e experiment\Mu2e master model 11-19-13\renderings\12-04-13\Mu2e total assy 12-04-13-016.jpg]
[bookmark: _Ref376437553]Figure 4.132. View of the 6-strut support without the components attached to the C-channel table at the top.
This same structure was built on a larger scale to support the MiniBooNE target and was remarkably rigid given all of the ball and socket joints. The struts do not show significant play when manufactured per the tolerances in the drawings.  Any strut can be extended or retracted and all the other struts adapt as the table is reoriented.  This does cause coupling between degrees of freedom, but the longer the strut the smaller the effect of coupling.  The alignment is iterative, but as the displacements become smaller (as the object approaches the required position), the coupling becomes less significant.

The beige cover in Figure 4.131 is an enclosure that allows dry air to be circulated around the pixel planes. The pixel planes are cooled with glycol and the dry air is to prevent sweating of the cooling tubes under the cover.
Muon ID Detectors
The muon range stack consists of a steel block, 40 cm square and 180 cm in depth.  To facilitate construction, the steel will consist of a series of plates, 40 cm square and 1.2 cm in thick. These plates weigh approximately 35 pounds and are manageable without special lifting fixtures.  These plates will be hand-stacked and then welded into place.

The range stack will include four scintillating planes (see Figure 4.133). Three scintillator counters will be placed as close to 145 cm, 162 cm and 180 cm as practical, subject to engineering considerations. The fourth scintillating plane will be located at a depth of about 41 cm.  The scintillator will consist of 40 cm transverse sheets, a quarter inch thick.  The scintillator will be BC-404 and read out by Y11 WLS optical fiber. The optical fibers will be affixed to the scintillator either by milling grooves into the scintillator or by taping it to the scintillator’s surface.  The optical fibers will then be bundled in an acrylic cookie, polished and attached to a phototube (see Figure 4.134). 
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[bookmark: _Ref376437951]Figure 4.133. View of the Muon ID range stack.
Before the scintillator detectors will be inserted in the range stack, their efficiency to detect muons will be established either in beam tests or in a muon cosmic ray telescope. The dependence of efficiency will also be mapped out.

The phototubes will be read out by an ADC system specified in section 4.10.2.2.2, which will digitize the pulse height in 1 or 2 nsec intervals, resulting in the waveform of the signal from each detector. 

The design of the support structure (shown in Figure 4.133) is based on a machinist’s sine bar.  During assembly the angled table frame is level.  (The orange shim block is not in place.)  ½” thick steel plates are stacked up along the table and welded to the side plates to make a monolithic block of steel. Four locations have slots for the insertion of scintillator tile/fiber assemblies.  Once the stack is complete, hydraulic cylinders can be used to raise it to the required angle for the insertion of the orange shim.  The support frame has horizontal adjustments at both ends to achieve horizontal and yaw alignment.
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[bookmark: _Ref376438484]Figure 4.134. Close-up of the scintillator plate with grooves for the Y11 WLS fibers routed to a "cookie".  The configuration shown is one of several possible arrangements of scintillator and fibers.
The vertical threaded rods near the floor provide vertical, additional pitch and roll degrees of freedom. The steel stack weighs 5,113 lbs. The support frame weighs 1,449 lbs. The width of the frame is 27 inches except for the cyan plates, which are 34 inches wide.  This allows most of the frame to be lowered through the 28 inch wide hatch. However, the cyan plates at the base of the support frame may have to be welded on inside the detector room.
[bookmark: _Ref376438149]DAQ
A common architecture is used to control and read out the front-end electronics that instruments the beam extinction monitor and the target extinction monitor. On-line signal processing, trigger generation, and data formatting for readout are performed using FPGA’s that receive data from the front-end electronics by means of FPGA Mezzanine Cards (FMC’s).  The FMC [121] provides a well-defined interface between the front-end electronics and the DAQ system that largely decouples the design of the front-end electronics from specific choices of hardware platforms used to implement the FPGA logic. However, the MTCA.4 (MicroTCA for High Energy Physics) extensions to the MicroTCA standard provide a natural framework in which to implement the DAQ system, since it leverages the availability of electronics modules previously developed for other high energy physics and accelerator applications.

As the beam and target extinction monitors are separated by hundreds of meters, their DAQ systems for the beam and target extinction monitors would be implemented in separate MicroTCA crates with identical underlying architecture but which would operate independently.  The requirements of the system are satisfied by the use of a single type of AMC card that provides an FPGA with connectors and front-panel space that allow two FMC cards to be mounted. Three types of FMC cards are required to instrument the pixel telescope and the scintillators in the system with both fast timing and analog current readout.

The digital signals used to control and read out FE-I4B ROC’s on the pixel planes are passed directly from the FPGA on the carrier AMC to the Pixel Interface Board via FMC cards that simply provide a connector for the 68-conductor VHDCI cables.  Except for an inventory control PROM, this FMC would be completely passive, relying on the LVDS drivers and receivers in the FPGA for signal transmission and termination. As the nominal data rate from the FI-I4B readout chip is only 160 Mb/s, and these signals are buffered on the Pixel Interface Board, active drivers and receivers should not be required on the Pixel FMC board. The assignment of signals on the 68-pin VHDCI connectors allows two of the four pixel planes to be instrumented with one cable.  Thus, two Pixel FMC cards are used to read out and control each side of the telescope.

The trigger scintillators are used to provide fast timing signals with which to initiate readout of the pixel planes between bunches.  As the occupancy between bunches is low, it is sufficient to instrument these with leading-edge discriminators.  It will be desirable to DC couple the PMT signals in order to mitigate effects of baseline shifts due to pulses received in-time with the previous bunch.  The discriminator design is based on the use of high-speed comparators with differential LVDS outputs with thresholds controlled independently on each channel by means of by a low-speed serial DAC, programmed via the FPGA on the carrier AMC.  The intrinsic timing resolution for this type of circuit is typically much better than one nanosecond and would be sampled on both edges of a 250 MHz clock signal in the FPGA to achieve a sampled timing resolution of 2 nsec.  The FPGA firmware would provide the capability to dynamically adjust the relative timing of different channels, reducing the physical requirements on cable lengths used to instrument the PMT’s.  The available front-panel space allows for six input channels, an accelerator clock signal and a fast digital output that would be used to initiate readout of the pixel planes between bunches.  This channel density allows the signals from three upstream and three downstream trigger scintillators to be processed by the same FPGA, which performs coincidence logic as well as continuous monitoring of efficiencies and rates of noise hits.

Within a bunch, the occupancy will be high enough that pulses from individual particles will overlap and it will not generally be possible to measure times of individual pulses.  In order to measure the particle flux within each bunch, it will be necessary to digitize the waveforms from a subset of PMT’s in order to measure the time-dependent current.  By calibrating the response to single particles, the average current will provide a measure of the particle flux as a function of time within each bunch. The intrinsic shaping time of the PMT’s will limit the effective bandwidth of the input signal and it will not be necessary to digitize the waveform with a sample rate beyond a few hundred MSPS. There are a wide range of commercially available waveform digitizer FMC modules that satisfy these requirements.
Simulations
This section describes the simulations that have been performed to assess how well the system meets the requirements.

Simulations: Filter and collimators
The expected signal rate in the extinction monitor produced by this filter design has been simulated using G4beamline. The results are summarized in Figure 4.135. The expected rate is 8.3 × 10-7 per POT, which comfortably meets the requirements. Not unexpectedly, the signal is comprised mainly of protons with a 13% contribution from positively-charged pions.

The filter is also responsible for reducing beam related backgrounds, both accidental and off-target. The accidental background depends not only on the flux of low energy particles that survive the filter, but also the detector’s sensitivity to that flux. Consequently, we defer discussion of this background to later and concentrate here on the off-target background. 

The off-target background depends on how the orientation of the filter aligns with the distribution of out-of-time beam interactions inside the heat and radiation shield (HRS) that surrounds the target.  The latter, in turn, depends on the transverse structure of the out-of-time beam as it enters the HRS. This is not well understood, but a conservative assumption is that the beam is uniformly distributed across the available aperture as it enters the final focus section of the primary beam line. The final focus beam optics is designed assuming that the transverse beam size is at a minimum at this point and images this point source onto the target. This means that the transverse distribution of the out-of-time beam at the target will match that at the upstream waist point. A uniform distribution at this point will be imaged at the target location and result in a larger ratio of off-target to on-target interactions than a more Gaussian distribution.  By placing collimators at the upstream waist and at the point where the beam enters the HRS, one can restrict the transverse size of the beam such that it fits well within the beam entry opening. Thus, these collimators prevent the beam from interacting in the HRS and largely eliminate the off-target background.
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[bookmark: _Ref374430736]Figure 4.135. Results of a signal rate simulation for the target extinction monitor. The top left panel shows the expected distribution of signal tracks at the first pixel plane. The top right shows their momentum distribution. The bottom left shows the distribution of Geant4 particle ID’s and the bottom right shows the angle in radians between their direction of travel and the filter axis.
To estimate the size of any residual off-target background, G4beamline simulations of the configuration described above have been performed. In these simulations, the apertures of the upstream and downstream collimators were varied.  This allowed a prediction of the rate of signal events observed in the extinction monitor that originated from off-target interactions normalized to the number of beam protons that hit the target (about 0.5% of the beam that enters the HRS). It was found that, without the upstream collimator, this rate was about 10% of the true signal rate. With a 20 mm radius upstream collimator, the rate was too small to determine from the simulation. However, by comparing the distribution of interaction points with and without the upstream collimator (see Figure 4.136), it was possible to estimate a reduction factor. This was done by counting the number of interactions that occurred inside the HRS that generated a high momentum particle that reached the proton dump at an elevation corresponding to the filter entry point. A reduction factor of approximately 15 was obtained. Thus, it is concluded that the off-target background from interactions in the HRS will be less than 1% of the true signal rate, well within the requirements.
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[bookmark: _Ref376440388]Figure 4.136. X vs. Z distributions of interactions that generate potential extinction background candidates with and without an upstream collimator. The outline of the production solenoid is clearly visible in both plots as are hot spots corresponding to the protection collimator and plumes where the beam passes through the air downstream of the solenoid. A collimator located at the beginning of the final focus optics greatly reduces the relative contribution from the upstream interactions.
Simulations: Silicon spectrometer

Track reconstruction performance
As explained above, each triggered track will have hits in at least 3 out of 4 planes read out in each of the pixel plane stacks.  A detailed simulation of a 6-plane silicon pixel spectrometer (3 planes upstream and 3 downstream of the spectrometer magnet) was performed in GEANT4. Using information from only 3 + 3 planes represents the worst case, as most tracks will have hits recorded in all 4 + 4 planes. Charge drift and fluctuations in the sensor, and a realistic response model of the detector chip were implemented in the software [118].  Simulated and digitized hits that contained only detector-like data (no use of MC truth) were analyzed, and track candidates identified and fit [118].

Figure 4.137 shows the track reconstruction efficiency as a function of signal candidate multiplicity.  It is calculated by simulating the passage of a number of 3 GeV/c protons through the detector.  The efficiency is computed for MC particles that made hits in all 6 detector planes.  There is no requirement that the particle is the generated proton; it may be a secondary. A particle is counted as reconstructed only if there is a track that shares all 6 clusters with the particle.  At the nominal micro-bunch intensity less than 40 signals per micro-bunch are expected. The average efficiency is 97%, and it varies with multiplicity by less than 1% for an intensity range between 0 and 100 tracks/micro-bunch.
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[bookmark: _Ref248121937][bookmark: _Ref248121877]Figure 4.137. Track reconstruction efficiency as a function of signal candidate multiplicity
Figure 4.138 shows the ratio of the number of reconstructed tracks to the number of generated primaries for the same dataset.  Its absolute value is dominated by the detector acceptance for the specific input proton distributions and is therefore somewhat arbitrary.  However this ratio is sensitive to reconstruction efficiency and fake track rate.  It does not depend on the truth matching procedure and its dependence on multiplicity is directly related to the systematic uncertainty on the extinction measurement coming from the intensity dependence of the reconstruction.  The x-axis range corresponds to 0 to about 0.31  360 ~ 113 reconstructed tracks per micro-bunch. In this range, the ratio is constrained between 0.31 and 0.32.  Therefore the total systematic uncertainty, including efficiency and fake rate, is 0.005/0.315 = 1.6% for this range.

Extinction monitor backgrounds 
Extinction monitor signal tracks are a few GeV/c and arrive promptly after primary protons interact with the Mu2e production target.  Any effects that create pixel hits after the end of the nominal proton micro-bunch are sources of background that may mimic signal from out-of-time protons.  These are:
Cosmic rays,
Interactions of late arriving particles created by the proton beam,
Radioactive decays in pixel sensors,
Electronic noise.
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[bookmark: _Ref248122021]Figure 4.138. Reconstructed track ratio:
Among the backgrounds sources, only cosmic rays can produce out-of-time tracks with a few GeV/c momenta. Other classes of backgrounds generate lower momentum tracks that only reconstruct in one of the two sensor stacks, and individual pixel hits. The cosmic ray background track rate for a pixel based extinction monitor has been estimated using GEANT4 [119] as 0.030 ± 0.007 tracks/hour.  This estimate is an upper bound as it does not take into account the momentum analyzing capability of the current detector design.

The background induced by late arriving particles from proton beam interactions was estimated using a high statistics, multi-stage simulation.  The simulation used MARS to simulate proton interactions in the production target and the beam dump, and propagation of shower particles through the shielding. Particles entering the detector room volume were passed to the first stage of GEANT4 simulation. The particles were re-used multiple times, with their room entrance positions randomized using an adaptive randomization algorithm. The first GEANT4 stage recorded particles on the boundary of a box surrounding the pixel spectrometer and the second GEANT4 stage re-used them with another randomization, to achieve an equivalent statistics of 0.7  109 proton micro-bunches (2  1016 primary protons).  Figure 4.139 (top) shows all simulated tracks in the vicinity of the pixel detector from a micro-bunch of 3107 protons on target. Figure 4.139 (bottom) shows just out-of-time tracks for a micro-bunch.
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[bookmark: _Ref248122486]Figure 4.139. Simulated tracks in the extinction monitor detector from a single micro-bunch. The top plot shows all tracks while the bottom shows just the out-of-time plots.
The simulation determined that the out-of-time hit rate due to late particles is 2.910‑3 pixel hit/clock tick.  The combined rate of random pixel hits from cosmic tracks, induced radioactivity, and electronic noise, does not exceed 3.6  10-4 hits per pixel per clock tick [120]. This small contribution was added to the simulated hits from late particles, and all out-of-time hits in the simulated dataset were passed through the track reconstruction algorithm.  No complete tracks were found. 1750 straight track segments were observed in just the upstream detector segment and 3107 segments in just the downstream half of the detector. The probability that an upstream and a downstream segment from independent sources occur in a given clock tick and combine into a fake track does not exceed 6  10-15, which corresponds to a fake track rate of 7.4  10-4 per hour.
In conclusion, the least restrictive bound on the pixel track background rate is 0.030 ± 0.007 tracks/hour, which is small compared to the signal rate at the nominal 10-10 extinction level.

Simulations: Muon range stack
A possible background to the extinction measurement that cannot be reliably simulated is due to interactions upstream of the HRS that produce muons that penetrate the HRS and make their way into the filter's acceptance. Since the muon content of the real extinction signal is expected to be small, this background can be detected and corrected for by establishing the muon to hadron ratio of particles arriving both in-time and out-of-time with the standard extraction of protons to the production target. Of the possible technologies that might establish these ratios, a high absorption filter consisting of steel as a passive absorber, combined with scintillator sampling detectors was selected. This section describes the expected performance of the proposed detector using a standalone GEANT simulation.  This detector is called the range stack. 

The range stack sits behind a magnetic spectrometer that passes charged particles with a beam energy of 4 ± 0.4 GeV. During the 250 nsec proton pulse, 50 ± 25 particles will arrive, spread approximately uniformly across the width of the pulse. Muon contamination is predicted to be 1%.  Thus, in order to fully explore the operational performance necessary for the range stack, particles were simulated at 3, 4 and 5 GeV.  Further, the performance of 1, 50 and 100 protons arriving simultaneously was simulated.

To simply simulate detector performance, the three baseline beam configurations that were studied most thoroughly were: 4 GeV muons [1,000 events], 4 GeV protons [9,000 events], and 4 GeV protons with 100 arriving simultaneously [9,000 events]. Additional studies with 5 GeV beam particles were performed to establish that the additional energy did not materially affect the design needs.

To understand the best arrangement of steel and scintillator, a generic calorimeter configuration was used. The simulated detector consisted of 70 layers of 3.5 cm steel, interspersed with 6 mm scintillator. The dimensions of the detector were 40 cm in both transverse directions. The transverse dimensions were selected to be large enough to have more than 95% containment of proton-induced hadron showers at normal incidence in the center of the detector. The ionization energy deposited in all scintillator and steel layers was recorded. In order to characterize the detector for the arrival of 100 simultaneous protons, 100 single proton events were sampled from the single proton sample and the energy deposited in each layer was summed together. This choice means that the statistical uncertainties for the multi-proton sample cannot be easily interpreted; however these uncertainties have no substantial impact on the design.

Figure 4.140 shows the energy deposition in the scintillator layers for muons. The ionization energy exceeds 0.7 MeV for all layers.  Accordingly, a 0.5 MeV threshold was chosen to give 100% efficiency for muons crossing scintillator.
[bookmark: _Ref374453015][image: ]Figure 4.140. The energy deposition by single muons in scintillator in the Range Stack. All scintillators in the simulation are individually included in this figure.  A cut at 0.5 MeV gives 100% efficiency for observing muons.
Figure 4.141 (left) shows the efficiency of a 0.5 MeV cut on the muon energy deposition for all scintillators in simulation. Below layer 40, the efficiency is 100%.  At layer 50, the efficiency is 99.5%, dropping to 90% at the end of the simulated calorimeter. Figure 4.141 (right) shows the source of the efficiency loss. It is due to multiple scattering and muons leaving the transverse volume.  While the simulated detector was 70-layers deep, the proposed range stack for Mu2e is equivalent to only 50 layers in the simulation.

Single protons do not penetrate the steel as easily.  Figure 4.142 shows the percentage of scintillator layers that observe more than 0.5 MeV of energy for 4 GeV protons. Very early in the shower, all layers see this amount of energy; however by layer 40 the probability is 0.07%.  At layer 50, the efficiency deviates from the simple fit, but is about 0.02%.  Essentially, the chance of protons leaving more than 0.5 MeV of energy in layers 40 & 50 is very low.


[bookmark: _Ref248123591]Figure 4.141. (left) Efficiency to see a single muon in scintillator with a 0.5 MeV cut (left). Multiple scattering of 4 GeV muons at normal incidence in the center of the detector (right).  The vertical black lines identify the proposed location of scintillator detectors.
The final measure is the energy observed from 100 simultaneously-arriving protons.  This is an upper limit on the performance that must be explored to ensure the required proton/muon discrimination. Figure 4.143 shows the percentage of scintillators that observe in excess of 0.5 MeV. Until approximately 30 layers into the detector, all scintillators see at least this much energy.  By layer 40, the percentage of times that 100 simultaneously-arriving protons leaves 0.5 MeV is 10.4%, while by layer 50 the percentage is 0.9%.

The layer number can be converted to the amount of steel using the conversion of 3.5 cm/layer. To make the comparison slightly more accurate, the scintillator should be included. Since the density of scintillator and iron are 1 g/cm3 and 8 g/cm3 and the thicknesses are 3.5 cm and 0.6 cm, respectively, each layer of scintillator adds approximately (0.6 cm) × (1 g/cm3 ÷ 8 g/cm3) = 0.075 cm steel equivalent. These performance numbers suggest that the Range stack could consist of a large steel absorber with scintillator at 40 & 50 layers-equivalent, (i.e. 143 and 178.75 cm).
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[bookmark: _Ref248123699]Figure 4.142. The percentage of the time that a specific scintillator has an energy deposition exceeding 0.5 MeV for single protons carrying 4 GeV at normal incidence at the center of the detector.  The overlaid fit has no physical significance and is simply a Gaussian with reasonable agreement to the data curve.  The numbers tell the interpolated layer number for 50%, 10% and 1% efficiency respectively.
The predicted performance would be that single protons essentially never fire these two scintillators, while single muons fire both of these scintillators 100% of the time (subject to the efficiencies inherent in light collection).  Further, in the first layer, there is a 10% chance that the first layer will see more than 0.5 MeV from 100 simultaneously arriving protons, while in the final layer, the probability is just 1%.

Studies of the correlation in the energy deposition of layers 40 and 50 show that in the case of 100 simultaneously-arriving protons there is essentially no correlation in the energy deposited in these layers.  This demonstrates that the energy deposited is not due to muons created in the hadron showers but instead reflects the variation in hadron energy deposition.
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[bookmark: _Ref248123769]Figure 4.143. The percentage of time each layer of scintillator detects at least 0.5 MeV of energy when 100 protons with 4 GeV simultaneously hit the center of the detector.  The unphysical uncertainties are an artifact of the methodology whereby these multiple proton events are generated.  The fit is a non-physical exponential that allows for a sensible interpolation.  The inset number reports the scintillator number for which 1% of the time these 100 protons deposit 0.5 MeV of energy.
In order for the detector to work as designed, the light collection efficiency should be high.  For this scenario, coincidences between the two counters will identify muons.  To do this, the charge from the photo detectors will be differentially digitized in 1 or 2 nsec increments throughout the 175 nsec spill duration. This design will count the muons incident on the calorimeter in-spill.  Out-of-spill, isolated protons will not deposit energy in these counters, but muons will.

In order to reduce the risk associated potential detector inefficiencies, two additional planes will be inserted into the range stack.  One will be between layers 40 & 50 as described above.  The second will be placed at a more shallow depth such that it will be fired by incident protons about 50% of the time. This layer will be used to verify that Monte Carlo detector simulation correctly predicts the observed detector performance.
Extinction Monitoring Risks
Both the Upstream Extinction Monitor and the Target Monitor are based on very standard technology, so there are no risks beyond ordinary operational concerns.
Extinction Monitoring Quality Assurance
Upstream Extinction Monitor
The key quartz radiators will be connected to the photomultiplier tubes prior to installation in the detector assembly and the light yield will be tested using cosmic rays to verify the coupling to the phototube, the operation of the phototube, and light tightness. 

Once the telescope is assembled, it can be connected to the DAQ and tested vertically, using a cosmic ray trigger, prior to being installed in the tunnel.

Target Monitor
The two critical aspects of the Target Monitor are the alignment of the filter channel and the operation of the pixels. The former is particularly important, since it would be very difficult to correct a mistake after the fact.  An alignment network will be established in the detector hall and a survey target placed at the location where the production target will be.  This will be used to align the filter channel prior to pouring concrete.

The pixel system, while complex, is based on the ATLAS FE-I4 pixel chips, for which there is a well-established quality control process [122], which we intend to follow.
Extinction Monitoring Installation and Commissioning
Upstream Extinction Monitor
The scattering foil will be installed when the beam line is assembled. It will be cabled to the readout system with the rest of the beam line instrumentation. The charged particle telescope will be installed after the beam line is complete. The system can be commissioned as part of the commissioning of the delivery beam.
Target Monitor
Assembly of the filter begins with insertion of pipes in the large poured shielding walls around the absorber and in between the magnet and detector rooms.  Once the pipes are installed in both concrete shields, fixed liners are inserted into the pipes. The exit collimator fixed liner is shorter than the entrance collimator liner.  The fixed liners can be adjusted by ±1 inch to accommodate the architectural tolerances of the building. They have a spherical plain bearing at their upstream ends and a cup weldment at their downstream ends that align that end with set-screws. The plug collimators are then inserted into the fixed liners. The plug collimator adjustment mechanisms are installed last, allowing the plugs to be surveyed into place.

The entrance collimator fixed liner is installed from the PS room as shown in Figure 4.144 and has to fit through the flange welded to the embedded pipe.  Rigging will have to be set up in the PS area or from the PS hatch to accomplish this installation.  The rotating clamps are turned 90° during the installation to fit through the flange.  They are then rotated to hold the fixed liner to the embedded pipe flange. At the bottom left of Figure 4.145, the pipe plug that allows the steel shot to be removed can be seen. The fixed liner can only be adjusted when the steel shot is not present.  If there is differential settling of the building between the PS and extinction monitor, the fixed liners can be repositioned.
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[bookmark: _Ref376442213]Figure 4.144. Installation of the entrance collimator fixed liner in the embedded pipe.
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[bookmark: _Ref378768255]Figure 4.145. Section view of the entry collimator before the steel shot is installed, showing the rotating clamps and the cam drive shaft.
The procedure for installing the entry collimator into its fixed liner is depicted in Figure 4.146. These movements of the entrance collimator plug will require some agile rigging equipment to be designed.  The hatch through which all the equipment in this area comes through is too narrow for any of the existing lifting hardware at Fermilab. Unistrut channels will be embedded in the ceiling of the magnet room and detector room to allow a temporary custom bridge crane to be assembled.  The filter magnet will be the last part of the filter to be installed.
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[bookmark: _Ref376442824]Figure 4.146. Motion of the entrance collimator during insertion into fixed liner.
[bookmark: _Ref373933809][bookmark: _Ref376501035]Target Station 
The Mu2e Production Target Station (Figure 4.147) consists of five components: the pion production target, the remote handling system to change targets, the production solenoid heat and radiation shield (HRS), the proton beam absorber, and the protection collimator.

[bookmark: _Ref285287832]Figure 4.148 shows the Target Station civil layout.  The remote handling area is used to store the target change robot.  The Production Solenoid (PS) hatch consists of a stack of shielding blocks that can be removed to allow access with an external crane.  The proton beam absorber is unmovable and part of the concrete structure of the building.
Production Target
Production Target Requirements
The requirements for the production target are given in Mu2e document 887 [4]. The Production Target generates pions that decay to muons as they are transported to the stopping target in the Detector Solenoid. The target is installed inside the bore of the Production Solenoid within a graded magnetic field, a configuration designed to maximize the production and capture of low-energy negative pions generated by interaction with the 8 GeV primary proton beam. The pion production cross section of the target material must be large enough to allow Mu2e to produce the required number of stopped muons. Pion production is maximized with a dense, high atomic number material to ensure a high rate of beam-target interactions. A compact target geometry minimizes pion reabsorption. The refractory metal[footnoteRef:32] tungsten is ideal, since at the design beam power of 8 kW it is able to directly radiate the generated heat load to the solenoid shield without the need for a coolant.  [32:  The refractory metals are those elements of the periodic table that have exceptionally high melting points, are resistant to wear, corrosion, and deformation.] 
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[bookmark: _Ref374456241]Figure 4.147.  Layout of the Mu2e experiment and the Target Station components.
The production target must function in a harsh environment presenting a number of technical challenges including resistance to intense proton irradiation, continuous thermal cycling at ultra-high temperature[footnoteRef:33] and resistance to chemical effects due to interaction with residual gasses in the vacuum. The minimum acceptable target lifetime has been specified as one year, during which the target must maintain its mechanical integrity and positional alignment to the beam.  The specification for the vacuum level is 1 × 10-5 Torr.  The risk section below reviews the impact of the vacuum level on the target lifetime (section 4.11.1.3.1). [33:  >1500℃] 
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[bookmark: _Ref374456399][bookmark: _Toc319136852]Figure 4.148. Civil layout of the Mu2e experiment and the proton beam line.
The target must be firmly supported by a structure that is stiff and minimizes vibrations.  The impact of pion reabsorption on stopped muons suggests a structure that is low mass, and presents a small geometric profile to the spiral trajectories of pions within the Production Solenoid. The support system also enables remote installation, removal and exchange of the target and offline adjustment of the target rod position within its support structure. 

Given the choice of beam and target size to optimize the stopped muon yield, overall alignment of the target rod with respect to the beam needs to be less than about 0.5 mm to avoid losing more than a few percent of the muon yield.  When the first target is installed it must be placed close enough to the theoretical beam position that the beam can be steered onto the target. The target support structure and remote handling system must ensure replacement targets are placed within about ±0.25 mm of the first.  In addition, the target position must be stable to about ±0.25 mm during operation, taking into account distortions due to thermal cycling from ambient conditions when the beam is turned on.

The incoming primary beam can be adjusted to give ±1 cm in both the vertical and horizontal directions at the target. The angle of the beam can also be varied in both planes to ±0.8°.  Changes beyond this range will require an adjustment of the relative alignment of the beamline and the Production Solenoid.

Production Target Technical Design
The proposed Mu2e pion production target is a radiation-cooled tungsten rod, the size and shape of a pencil, and is described in detail in Mu2e document 2406 [123].  The 160 mm long, 6.3 mm diameter rod is mounted from a structure that resembles a bicycle wheel, consisting of conical tungsten target end ‘hubs’, spring-loaded refractory metal spokes and a titanium outer support ring as shown in Figure 4.149.  Also shown are the three spring-loaded clamps and four handling lugs that form part of the remote handling/mounting system.  The target assembly fits inside the 400 mm diameter clear bore of the production solenoid vacuum vessel. 
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[bookmark: _Ref374456621]Figure 4.149.  3D view of the Mu2e target and ‘bicycle wheel’ support structure.
The target will be made from stock tungsten rod that is produced via the powder metallurgy process. Impurities will be limited such that the material will be at least 99.95% pure tungsten (as is the case in the present neutron spallation target at the ISIS facility in the UK) and will have a bulk solid fraction of at least 97%.  During production the material is pressed, sintered then swaged and then ground to size.  Tungsten is chosen as the target material primarily for its excellent high-temperature mechanical properties, which allow the target to run hot enough that it may be cooled radiatively. Of the pure refractory metals, tungsten has the highest melting point, highest tensile strength and lowest thermal expansion coefficient, making it extremely well suited to applications that involve thermal cycling to ultra-high temperatures. Its high thermal conductivity reduces temperature gradients and consequent thermal stresses and distortions. The purpose of the end hubs is to facilitate joining of the support spokes to the target rod.  They are designed in such a way that this connection is placed outside the beam footprint to separate the end of the spoke from the hottest part of the target. The target end hubs will also be made from tungsten to avoid the potential for differential thermal expansion at the interface.  The end hubs will either be separate parts that are mechanically fitted to the ends of the target rod, or possibly machined along with the target from a single piece of material to prevent any chemical corrosion/erosion from occurring at that interface.  

Six refractory metal support spokes, that are approximately 1 mm in diameter and 250 mm long, form a low-mass target support structure that is designed to minimize the reabsorption of useful pions generated by the target.  A pre-tension in the spokes ensures good rigidity in the structure.  At their ‘hot’ end, each spoke is threaded through a hole in one of the hubs, and incorporates a ‘ball’ feature that mechanically stops the spoke from pulling through while allowing a range of angular positions.  A collet chuck arrangement grips the plain ‘cold’ end of the spoke where it interfaces with a tensioner mechanism.  The spoke materials under consideration are tungsten, tantalum, and alloys of those materials.  While tungsten appears to have a superior resistance to high temperature creep, it also suffers from a ductile-to-brittle transition at around 300℃.  Tantalum, on the other hand, remains ductile throughout the full range of temperatures of interest.  A number of tungsten alloys that have been specially formulated to give high temperature creep resistance are also under consideration.  The final choice will be influenced by practical manufacturing constraints as well as a need for good high-temperature creep resistance. A number of spoke manufacturing methods are under consideration, including a rotary wire EDM process whereby the spoke, complete with its spherical end feature, is produced from a single bar.  Results from early prototyping of this technique are shown in Figure 4.150.

The spoke tensioners (Figure 4.151) are used to set the spoke lengths and to apply and maintain a specified preload in the spokes. A cantilever spring that is preloaded on assembly allows thermal expansions in the structural elements to take place without over-stressing the spokes, and provides some resilience to spoke creep. Coarse adjustment of the spoke length is provided through a collet chuck arrangement while fine adjustment is achieved using a tensioning screw. A spherical interface between the collet chuck and the cantilever spring provides a rotational degree of freedom that prevents bending of the spoke. The spoke tensioning mechanism is designed as far as possible to fit within the support ring footprint in order to minimize pion reabsorption.
[image: ]
[bookmark: _Ref374456805]Figure 4.150. Prototype Spoke.
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[bookmark: _Ref374456932]Figure 4.151. Spoke tensioning mechanics.
The target support ring is mounted directly from three lugs that protrude inside the HRS as shown in Figure 4.152. The HRS lugs have radial slots to facilitate mounting the target in such a way that it stays centered on the HRS bore regardless of thermal expansions in the support ring or HRS vessel.  The position of the HRS lugs with respect to the nominal beam position will be determined using a suitable survey fixture. Alignment of the target rod within its support ring is then carried out offline by an iterative process of survey and adjustment until the correct position is achieved. This method permits replacement targets to be pre-aligned and then installed in position using a remote target handling system described in section 4.11.2. 

The target points horizontally off-axis by 14° relative to the support ring in order to be properly aligned with the incoming proton beam (see Figure 4.153).  This is achieved through the use of three different spoke lengths, although the six tensioning mechanisms are all identical.  The structure is designed so that despite this asymmetry the target position remains stable to within the stated tolerance when the beam is on.
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[bookmark: _Ref374457094]Figure 4.152.  Target mount to HRS bore.
The mechanical stability of the target and its ‘bicycle-wheel’ support structure has been modeled in ANSYS.  The parameters found to most significantly influence the rigidity of the structure were the spoke diameter and the spring constant.  A large-diameter spoke makes the structure more rigid; however a small diameter is preferred to minimize unwanted particle interactions outside of the target. Therefore, a relatively small spoke diameter of 1 mm is suggested as the appropriate compromise.  A large spring constant makes the structure more rigid; however it also exaggerates the increase in spoke tension that occurs when the target heats up.  Again, a compromise of 10 N/mm is chosen in order to limit the tensile stress in the spokes to a reasonable level. The spring pre-extension is set such that, at all times, sufficient tension is present in the spokes to elevate their natural vibration frequency (violin mode) above that of the structure as a whole.  Any additional tension adds little to the rigidity of the overall structure and has the disadvantage of inducing unnecessary additional tensile stress in the spokes. The vibration modes and frequencies of the structure were evaluated in both the ‘hot’ and ‘cold’ conditions and it was observed that there is little change in structural rigidity when the target is heated.  The first natural frequency of the structure is around 50 Hz.
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[bookmark: _Ref374457281]Figure 4.153. Target and support structure and HRS inner wall viewed along the solenoid axis.
A full description of the Mu2e beam parameters is given in Section 4.1 (see also Table 4.5). The heat load generated in the target by interaction with the beam has been calculated for the nominal beam parameters using both FLUKA and MARS. FLUKA calculates 560 W and MARS calculates 630 W for the design beam power of 7.7 kW. To account for the heat load uncertainty we have used the FLUKA value as the minimum bound and FLUKA x1.3 as a nominal ‘worst case’.  The power distribution within the target rises to a shower maximum two cm along the length and then decreases almost linearly to the end of the rod, as shown in Figure 4.154.

Although tungsten is a refractory metal, the material properties of interest (i.e. creep resistance, strength) and the resistance to chemical processes (i.e. corrosion/oxidation) degrade at elevated temperature. Factors that strongly influence the operating temperature of the radiation-cooled target include the magnitude of the beam heat load, the target surface area, and its emissivity.  Figure 4.155 shows how the peak target temperature varies as a function of heat load and emissivity over the likely range of 0.2 < ε < 0.5.  It can be seen that the peak target temperature lies in the range 1400⁰C < Tmax < 2000⁰C.  
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[bookmark: _Ref374457387]Figure 4.154. Cut-away view showing the 560 W beam heat load in the target.
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[bookmark: _Ref374457495]Figure 4.155. Peak target temperature versus emissivity for the energy deposition given by the Fluka model, and for 1.3× the energy deposition of the Fluka model.
The target temperature distribution for the nominal case of Q = 560 W and ε = 0.3 is shown in Figure 4.156. The target is designed so that it will operate successfully throughout the range of potential operating temperatures. Measurements of tungsten emissivity as a function of temperature are currently underway as part of the present RAL/Fermilab R&D. These measurements will help to narrow down the expected operating temperature range.  It may be possible to artificially raise the emissivity of the target by applying a high emissivity coating or surface treatment of some kind. A number of potential high-temperature coatings are under investigation, including oxidation resistant silicon carbide (SiC) that we expect will produce a black surface that closely matches the thermal expansion characteristics of tungsten.
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[bookmark: _Ref374457606]Figure 4.156. Target steady-state operating temperature assuming the FLUKA heat load of 560 W and an emissivity of 0.3.
The heat loads on the titanium target support ring come from direct and reflected thermal radiation (10 - 100 W depending on the emissivities of the various surfaces involved), from secondary particle interactions (less than 10 W), and from conduction along the spokes (less than 5 W). The temperature of the support ring, assuming it is cooled passively by radiating its heat to the surrounding water-cooled HRS vessel, is shown in Figure 4.157. That operating temperature depends largely on the emissivities of the vessel and support ring. For the range of emissivities considered, the support ring operating temperature is in the range 145 – 280⁰C.

For the case where all emissivities are 0.3 the titanium support ring heats up to around 180⁰C and expands radially by around 250 m, tending to slightly increase the tension in the spokes.  Titanium is a material ideally suited to the support ring application due to its favorable mechanical properties at the elevated temperatures predicted, coupled with a very low thermal expansion coefficient.  Its high specific stiffness means that the overall mass of the target structure can be kept within reasonable limits for the remote handling system.
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[bookmark: _Ref374457901]Figure 4.157. ANSYS heat transfer model (left), and support ring temperature as a function of emissivity (right).
The beam has macro cycle of 1.333 seconds that consists of 0.497 seconds of ‘beam on’ followed by 0.836 seconds ‘beam off’ (see section 4.1.5). The ‘beam on’ period is broken down into eight spills containing 1 × 1012 protons and lasting for 54 msec.  This time structure results in thermal stress cycling in the target as shown in Figure 4.158.

Although the stress range is relatively low, this stress cycling has the potential to cause premature failure due to fatigue as described in Mu2e document 2406 [123]. Literature studies and consultations with metallurgists have revealed a scarcity of data with which to predict the number of cycles to failure under the Mu2e operating conditions. A novel off-line thermal fatigue test has been devised as described in Mu2e document 2762 [124] to carry out accelerated lifetime tests of the target bar material under operating conditions representative of those in the Mu2e target. The test, which is now underway, utilizes a 1.6 kA, 1 msec pulsed electric current to set up time varying thermal gradients and stresses in a specially shaped sample.  Multiphysics ANSYS simulations have been used to determine the test conditions and sample geometry. A new pulsed power supply comprising capacitor crates, charging power supply and switching unit has been specially designed and constructed for this purpose. Test samples have been manufactured from 6.3 mm diameter stock tungsten bar and a vacuum test rig with bespoke sample mounting fixture has been constructed to carry out these tests that are now underway. The equipment is shown in Figure 4.159.
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[bookmark: _Ref374458016]Figure 4.158. Stress-cycling in the target.
Production Target Risks
[bookmark: _Ref375561219]Poor quality vacuum reduces target lifetime due to chemical processes.
Erosion of the tungsten rod, supports and spoke material is expected due to oxidation and water vapor-induced corrosion from impurities in the vacuum. It is difficult to predict the erosion rate by these processes at the expected achievable vacuum level of 1 × 10-5 Torr due to uncertainties in the vacuum impurity constituents, uncertainties in the operating temperature as described above, and discrepancies and extrapolations in the data from different sources in the literature.  

For example, assuming an oxygen partial pressure of 2 × 10-6 mbar, the expected lifetime for a surface recession (i.e. erosion) of 0.1 mm of a tungsten target operating at 1750℃ is between 70 and 1600 days.  However, there are a number of reasons to believe that this may be an under-estimate of the target life, including:
a) It is likely that the partial pressure of oxygen in the vacuum will be much lower than 2 × 10-6 mbar. Any residual oxygen leftover after pump-down will cause little damage as it will be burned up by the target. Impurities will then be dominated by outgassing from the vessel surfaces and components placed inside the vacuum.  Measurements of the erosion rate of a hot tungsten wire in a vacuum poisoned by outgassing of presumably water-vapor and hydrocarbons from a large surface area of polythene showed much lower rates of surface recession than would have been the case in an equivalent partial pressure of oxygen.
b) It may be that a surface recession of more than 0.1 mm could be tolerated prior to failure, depending on the precise location of the damage.  The hottest part of the target, where we would expect to see the greatest rates of chemical erosion, is also the thickest part of the target and therefore inherently tolerant to erosion damage. The thinner, more delicate target end hubs and support wires will run at a lower temperature.

[image: ]
[bookmark: _Ref374458128]Figure 4.159. Vacuum test rig, with shaped tungsten test piece installed for pulsed current tests.
Methods of achieving a sufficient vacuum quality in the HRS area are being actively investigated. Use of polymeric substances will be minimized and the inner surface of the vacuum vessel will be cleaned. The effect of a contaminated vacuum on hot tungsten filaments is being investigated. A number of potential tungsten coatings are being actively investigated to test their efficacy in protecting tungsten at high temperatures, including iridium and SiC. An alternative may be to investigate iridium as a radiatively cooled target material. The target will be made slightly oversize to provide some corrosion allowance without significantly reducing pion yield.
Lower emissivity or higher heat load than expected resulting in excessive temperature of target at design beam power.  
Experiments are underway to measure the emissivity of tungsten that has been manufactured in a similar way to the target material. If necessary, the emissivity may be enhanced either by a coating or by cutting grooves in the surface. A method of laser etching micron-sized grooves in tungsten has been successfully demonstrated and a number of coating systems are under investigation.
Beam induced thermal cycling leads to premature target failure.
A test program is underway to generate similar fatigue conditions in material samples as would be generated in a radiatively cooled Mu2e target. 
Creep of spokes leads to target misalignment/failure.
The supports are designed to reduce the maximum spoke temperature. Creep resistant tungsten alloys will be investigated.
Target fails and jams inside bore of HRS making replacement impossible.
Care has been taken with design, material selection and connection to remote handling device to minimize the chance of occurrence.  An early prototype of the target mount ring will be supplied to Fermilab for remote handling tests.
If any of the above risks materialize or there is an increase in the design beam power, then a radiation-cooled target is unfeasible.
A complete prototype of the target will be manufactured so that it can be thoroughly tested off-line. This will include heating tests using an induction heater that has already been purchased for this purpose. If the required target performance cannot be successfully demonstrated then it will be necessary to revert to a water-cooled target design or to investigate a helium-cooled design.
Production Target Quality Assurance
Every part of the target will be thoroughly prototyped and tested off-line. A complete prototype will then be manufactured. All manufacturing and test methods will be thoroughly documented. The actual target supplied for experimental operation will use the same procedures as were developed for the prototype.
[bookmark: _Ref375033528]Target Remote Handling
The Mu2e target remote handling system provides a means to remove the downstream Production Solenoid window and the target, dispose of them both, and replace them with new components. A remote means of accomplishing these tasks is required because of the high radiation environment in and around the Production Solenoid after beam operations.
Remote Handling Requirements
The target remote handling system shall perform the following tasks:
· Enter target hall from a separate side room
· Remove the target access window from the end of the PS
· Place target access window into waste storage cask (due to single-use vacuum seal)
· Detach and remove old target assembly from mounted position in HRS bore
· Place old target assembly into waste storage cask
· Obtain new target assembly
· Place new target assembly into HRS bore and latch into mounted position
· Obtain new target access window (with new vacuum seal)
· Place new target access window to the end of the PS and tighten all bolts
· Exit target hall and return to side room

The target remote handling system shall perform the above tasks either autonomously or via operator remote control with no human entry into the target hall.
The target remote handling system shall perform the above tasks even if building settlements (of typical magnitude) occur that adversely affect the as-installed alignment.

The target remote handling system shall include a stainless steel shielding door between the side room and target hall.

The target remote handling system shall include a waste storage cask with capacity to cover the expected life of the experiment.

The target remote handling system shall be built / developed into a fully operable system in a separate facility, then dismantled and re-installed into the Mu2e building.

The target remote handling system shall have its main robotic chassis, control system, and cask all installed in the Mu2e building by crane, and also will be removable by crane.

The target remote handling system shall incorporate safety factors, redundancy, and methods for manual intervention / override to minimize risk that the system becomes non-functional or cannot perform its tasks for various (reasonable) operational scenarios. 

The target remote handling system shall be designed based on best practices with regard to radiation-tolerant components, corrosion resistance, durability, and reliability.
Remote Handling Technical Design 
The target remote handling system is shown in Figure 4.160 below. The system utilizes a robotic chassis mounted to floor rails.  On board the robotic chassis are servo-positioning X, Y, and dual Z-axes. After the shielding door is opened, the robot travels from the Remote Handling Room out into the target hall on a floor rail / linear drive system.  Once the robot is in position behind the Production Solenoid, a pneumatic brake is engaged to hold it in place, and the Remote Handling Room door can be closed while the robot completes its tasks.  Also included in the remote handling system are a staging frame (in the Remote Handling Room, which holds the new target and window), and the waste storage cask (in the target hall, which holds the old targets and PS access windows).
Target Replacement Time
The total time to remove the old target and install a new one will be a superposition of the following (not necessarily sequential) tasks and durations: 
A. Experiment shut-down / cool-down time (~ 1 week)
B. Crane removal of shielding blocks from access hatch into side room (~2 days in parallel with A)
C. Lower robot into room via crane, install robot & control system (~ 8 days)
D. Perform practice runs using staging frame (~2 days)
E. Robotic target exchange process (~1 day)
F. Disconnect and remove robot & control system from side room w/ crane (~4 days)
G. Re-install shielding blocks into access hatch (~2 days)
H. Experiment re-start, including vacuum pump-down time (~ 4 days in parallel with G)

Total target replacement time is approximately 4 weeks.

[image: ]
[bookmark: _Ref374458438]Figure 4.160. Top and side views of target remote handling system.
Target Handling System Design
The target access window and the robotic bolt driver / window grip mechanism are shown in Figure 4.161 below. The bolt circle that mounts the vacuum window to the PS end cap uses captured bolts, all spring-loaded to the retract position.  When all bolts are in the retract position, the window is held in place by two hanger pins extending from the window mounting flange on the end cap.

[image: ]
[bookmark: _Ref374458561]Figure 4.161. Robot upper Z-axis and target access window.
Procedure for removing the old target access window:
· Use video camera to locate all bolts in the bolt circle, also measure angular position of all hex-heads.
· Extend LVDT to measure Z-location of window.
· Extend bolt-driver on robot upper Z-axis, retract all 36x bolts in bolt circle.
· Move to 4 push-off bolt locations and drive each forward, forcing separation of window from mounting flange, retract bolt driver.
· Extend the window grip mechanism on robot upper Z-axis, grip and remove window.
· Retract upper Z-axis (holding window).
· Move robot forward on floor rails to position in front of cask.
· Open cask upper door, use robot’s camera / vision system to locate cask opening.
· Extend upper Z-axis, placing window into cask, release grip, retract upper Z-axis, close cask door.

The target assembly mount inside the HRS bore and the target interface mechanism are both shown in Figure 4.162.

[image: ]
[bookmark: _Ref374458750]Figure 4.162. Target interface mechanism approaching the target assembly mounted in the HRS.
The outer ring of the target assembly (the “bicycle wheel”) is located and held in place by three spring-loaded latch pins that interface to mating features on the datum / mounting surface inside the HRS bore. Three latch pins locate the target assembly by engaging in close-fitting slots. The latch pins hold the target assembly in place by pushing, then turning each one 90°, allowing small rollers to rotate-in behind the datum surface, thus clamping the bicycle wheel in place under spring pressure. The bicycle wheel also incorporates a helical cam in the pocket where each latch pin is mounted. Rotating the latch pin while in the retract position will cause the rollers to push forward slightly, forcing separation of the bicycle wheel from the datum surface with a large mechanical advantage.

The target interface mechanism is mounted to the end of an extending arm on the robot’s lower Z-axis. The mechanism includes 3 pneumatic actuators to push and turn the 3 latch pins, and 4 pneumatic grippers to grasp the bicycle wheel. As the target interface mechanism is extended into the HRS bore, small rollers will pilot into the bore and help align the interface mechanism to the target assembly.

Procedure for removing the old target assembly:
· Now that the old window has been removed and disposed of, return robot to location behind PS, re-engage brake to hold in position.
· Use video camera to locate the exposed target access hole in the PS end cap.
· Extend LVDT to measure Z-location of window mounting flange on PS end cap.
· Position lower Z-axis on PS/HRS centerline, pneumatically extend telescoping robot arm into HRS bore (approx. 12’ reach, with target interface mechanism mounted to its end).
· Final motion to engage the target assembly is via the servo-positioning Z-axis.
· Close 4 pneumatic grippers to grasp bicycle wheel.
· Push, turn 90°, retract upper latch pin.  Turn 90° again, engaging cam feature to force separation (locally) of the bicycle wheel from the HRS mounting surface.
· Repeat above step for 2nd and 3rd latch pins.
· Return robot arm to full retract position (holding target assembly).
· Move robot forward on floor rails to position in front of cask.
· Open cask lower door, use robot’s camera / vision system to locate cask opening.
· Extend lower Z-axis, placing target assembly into cask, release grip, retract lower Z-axis, close cask door.

Procedure for placing the new target assembly and target access window:
· Now that the old target assembly has been removed and disposed of, return robot to location behind the staging frame in the Target Handling Room, re-engage brake to hold in position.
· Use vision system and LVDT to locate new target assembly on frame.
· Extend robot arm to retrieve target assembly using same procedure as before.
· Return robot arm to full retract position (holding target assembly).
· Return robot to location behind PS; re-engage brake to hold in position.
· Use vision system and LVDT to locate target access hole in the PS end cap.
· Extend robot arm into HRS bore as before. Once target assembly is positioned against the HRS mounting surface, push and turn each of the 3 latch pins to hold in place.
· Release grippers and return robot arm to full retract position.
· Return robot to location behind the staging frame in Target Handling Room, re-engage brake to hold in position.
· Use vision system and LVDT to locate new target access window on frame.
· Extend upper Z-axis to retrieve window using same procedure as before.
· Return upper Z-axis to fully retracted position (holding new target access window).
· Return robot to location behind PS; re-engage brake to hold in position.
· Use vision system and LVDT to locate all bolt holes in the window mounting flange on the PS/HRS end cap.
· Extend upper Z-axis to place window onto hanger pins.
· Retract window grip mechanism and extend bolt driver.
· Install all 36 bolts in bolt circle using torqueing procedure (star pattern at half-torque, then star again at full-torque, process to be optimized per vacuum seal requirements).
· Once the new target assembly and access window have been installed, return robot to Target Handling Room and close the shielding door.
Remote Handling Risks
The following risks are being addressed for the target remote handling system:
Target remote handling system needs to accommodate water-cooled target assembly.
If it becomes necessary to change from a radiation-cooled target to a water-cooled target, the increased complexity required by the remote handling system would increase the cost by approximately $3.3M [125]). 
Target access window or target assembly gets stuck in the installed position, and the target remote handling system is unable to remove it.
The target access window has been designed with this risk in mind. Once the bolt driver has backed-out all bolts in the main bolt-circle, the bolt driver will go to each of the 4 push-off bolts and drive them forward, forcing the window to separate from the mounting flange. The target assembly has been designed to incorporate 3 latch pins, each with an additional cam-forward feature. Once each latch pin has been rotated and retracted, the pin is rotated again, engaging a helical-cam that forces the bicycle wheel to separate from its mounting surface inside the HRS. This procedure will be tested on prototypes to determine if there are any potential failure mechanisms.
Target rod and/or spokes break, causing debris in the HRS bore.
In this scenario, all possible shapes, sizes and locations of target and spoke fragments cannot be predicted. However, the target mount and target remote handling system should tolerate some debris being present. Any fragments behind the bicycle wheel will fall to the bottom of the HRS bore and remain there for the life of the experiment. Small fragments (approx. 1/8” in size, or less) in front of the bicycle wheel should also fall to the bottom of the HRS bore and remain there as they are simply passed over by the robot arm, target grippers, and bicycle wheel during a target change procedure. Larger fragments in front of the bicycle wheel will be swept forward by the bicycle wheel as it is pulled out.  Once these fragments reach the tapered portion of the HRS bore, they will be free to slide downhill, coming to rest somewhere in the tapered section, or possibly sliding further - to the bottom of the PS end cap, where they will remain for the life of the experiment.
Target remote handling system stops working while in the target hall with actuator arm extended and cannot fit back through doorway into the Remote Handling Room.
The extending arms of the target remote handling system will have manual modes to initiate a powered retract motion that is separate from the autonomous portion of the control program.  Additionally, the pneumatic extend motions will be designed to allow the system to be physically pulled back with no air pressure present. The floor rail chain drive can be disconnected from its motor and manually pulled back.
Target remote handling system stops working in target hall while holding target.
The target interface mechanism incorporates pneumatic grippers that are spring-loaded to the closed position, thus allowing the target assembly to remain held, even with loss of air pressure.  Thus e-stop, reboot, control program modifications are all possible without dropping the target.
Remote Handling Quality Assurance
The target remote handling system will be designed and built in accordance with the requirements of the Fermilab Engineering Manual. The design of the target remote handling system is monitored by in-progress design review during weekly meetings of the Target Station Group. The in-progress review is followed by a final project review. The design is documented in the requirements and specification documents, CAD model, and drawings. As-built dimensions will be checked against the fabrication drawings. Operation is verified as part of the fabrication process and again after installation.
Heat and Radiation Shield
This section describes the Heat and Radiation Shield (HRS). It serves to protect the superconducting coils of the Production Solenoid (PS) from the intense heat and radiation generated by the primary (8 kW) 8 GeV kinetic energy proton beam striking the production target within the evacuated warm bore of the PS. The shield also protects the coils in the far upstream end of the Transport Solenoid (TS), a straight section of coils, called TS1, at the exit to the PS. The HRS shields downstream components from neutron and gamma background.  
Heat and Radiation Shield Requirements
The heat shield is intended to prevent radiation damage to the magnet coil materials and ensure that quench protection is not significantly affected for the lifetime of the experiment.  A detailed explanation of the HRS radiation damage requirements is given in Reference [6].  There are four primary performance parameters for the HRS: 
1. The total allowed dynamic, i.e., instantaneous, heat load in the magnet coils.
2. The local peak power density in the superconducting coils.
3. The maximum local radiation dose to the superconductor insulation and epoxy over the lifetime of the experiment.
4. The radiation damage to the PS superconductor’s aluminum stabilizer and copper matrix.  
Heat Load
An acceptable shield design should limit the heat load in the PS coils to less than 100 W for nominal operating conditions with the proton beam striking the target.  
Radiation Dose and Peak Power Density
The most radiation-sensitive material in the PS determines the lower limit of radiation tolerance. In particular, the epoxy used to bond the insulation to the superconducting cable can tolerate a maximum of 7 MGy before it experiences a 10% change in its shear modulus, so 350 kGy/yr is established as the limit that allows a conservative 20 years of operation. This limit of 350 kGy/yr is the equivalent of about 15 W/gm. The requirement on power density is 30 W/gm.
Radiation Damage
The final parameter and most demanding requirement is related to transport in metals, in general, and the electrical conductivity of the component metals of the superconductor cable, in particular. At liquid helium temperature, damage to the atomic lattice of a superconducting cable, and its quench-stabilizing matrix made from normal conductor takes the form accumulating atomic displacements; i.e., tiny lattice defects. After exposing a metal sample to a given neutron flux spectrum, the sustained radiation damage can be characterized by the average number of displacements per atom (DPA).  The DPA is directly related to electron transport in metals.

The Residual Resistivity Ratio (RRR) is defined as the ratio of the electrical resistance of a conductor at room temperature to that at 4.5°K.  For a sample exposed to radiation, the RRR will decrease. However, warming such a sample to room temperature leads to recovery of the RRR [126] [127] but the degree of recovery depends on the metal.  The PS utilizes superconducting cable embedded in an aluminum matrix for quench protection. Aluminum is one example of a material that shows complete recovery at 300 K.  The annealing time is on the time scale of minutes at 300 K.  

The HRS is designed to limit radiation to the aluminum stabilizer such that its RRR remains above 100 for at least a year of nominal beam operations. Reference [6] details how this translates to a DPA requirement of less than 4 – 6 × 10-5 per year.  Warming-up to anneal once per year is consistent with Fermilab Accelerator shutdowns that are typically scheduled once per year and last for several weeks. 

[image: ]A comparison of the power density and DPA requirements with the expected power deposition and DPA with the present HRS design is shown in Figure 4.163.
[bookmark: _Ref264142629]Figure 4.163. The MARS results for the peak DPA and peak power density at the PS coils.
Additional Requirements
The HRS must have sufficient inner aperture to allow good capture of pions and muons to maximize the stopping rate of negative muons in the Detector Solenoid stopping target.  In addition, any acceptable shield design must avoid any line-of-sight cracks between components that point from the target to the PS inner cryostat wall and thus the magnet coils. 

The materials used to construct the shield must not cause the magnetic field of the Production Solenoid to fall outside of specifications. This implies the use of non-magnetic materials with a magnetic permeability of less than 1.05.  

The HRS will include stable mounting features that provide a mechanical connection between the target support structure and inner bore of the HRS vessel.  In addition, to avoid overheating of the target support structure, the inner wall of the HRS vessel will be cooled such that its operating temperature stays below 100℃. Figure 4.164 shows the temperature distribution on the inner wall of an HRS modeled according to the present design.
[bookmark: _Ref264142839]Figure 4.164[image: ]. Temperature of the HRS inner liner taking into account the MARS energy deposition and the thermal radiation of the target.  The maximum temperature of the inner liner is 67.2C.
Heat and Radiation Shield Technical Design
The HRS design has evolved over time based on numerous studies using MARS [128] and because interface requirements. The implementation of the PS+HRS geometry in MARS is shown in Figure 4.165. Extensive variations have been explored in both geometry and materials.  Most recently the effect on the HRS design on the neutron and gamma backgrounds downstream of the production solenoid have also been considered.
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[bookmark: _Ref375567787][bookmark: _Toc290968271][bookmark: _Ref319089095][bookmark: _Toc319136858]Figure 4.165. Heat and Radiation Shield geometry simulated in MARS15.  This figure shows a horizontal slice at the elevation of the target. Note the target lies on the magnet axis in the plane shown.  The target is tilted 14 away from the axis to align with the beam.  Bronze is shown in brown and water is light green
Figure 4.166 shows the power density in a 20 cm thick slice of the HRS as a function of distance along the solenoid axis. Figure 4.163 shows the peak DPA and power density at the inner surface of PS coils.

The performance of the shield meets the requirements for the amount of heat and radiation permitted to reach the superconducting coils and is summarized in Table 4.34.

[bookmark: _Ref319089453][bookmark: _Toc319136886]Table 4.34. Performance of HRS compared to specifications on the magnet coils.
	[bookmark: OLE_LINK2]
	Peak
DPA/yr*
[10-5]
	Peak Power Density
[W/g]
	 Absorbed Dose
[MGy/yr]
	**Years Before 7 MGy
	Dynamic Heat Load
[Watts]

	Specification
	4 to 6
	30
	0.35
	20
	100

	Performance 
	2.4
	13
	0.26
	27
	24


* This is the DPA damage per year for which RRR degrades to 100. After this RRR reduction the PS must warm-up and anneal.  
** 7 MGy is a conservative limit on coil epoxy exposure, 10% of shear modulus lost due to radiation damage.
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[bookmark: _Ref374459095]Figure 4.166. The MARS results for power density (W/g). The proton beam enters from the right side at a 14° horizontal angle in this overhead view.  The resulting shower in the HRS from the beam-target interaction peaks just downstream of the target and towards the proton beam direction.
Simulations of the HRS and Production Solenoid give the amount of shielding required, but there are interfaces with the beamline vacuum system and the solenoids that must also be considered in the design. The pion production target lifetime improves with better vacuum, so it was decided to exclude the HRS from the beam vacuum chamber. This results in less outgassing and a smaller vacuum chamber volume.

The HRS requires active cooling. The simplest and most reliable solution is to flow water around the entire HRS in tank. The HRS design includes a stainless steel liner that isolates the HRS volume, including the cooling water, from both the solenoid and the beamline vacuum. The water also provides good shielding for low-energy neutrons and gammas that are a source of noise in the Cosmic Ray Veto (CRV) detector.

The materials used to construct the HRS must not cause the magnetic field of the Production Solenoid to fall outside of specification, therefore, non-magnetic materials must be used. All conducting materials must be designed to reduce eddy current forces that might develop during a quench. Bronze C63200 satisfies these requirements and is the material of choice.  It can also be manufactured in large forged pieces, simplifying assembly. The resulting design is shown in Figure 4.167, Figure 4.168, and Figure 4.169.
[image: D:\Current Jobs\Mu2e experiment\Mu2e Master Model 11-08-13\renderings\11-18-13 HRS TDR pics\HRS only section view.JPG]
[bookmark: _Ref374459385]Figure 4.167. Section view of the HRS.  Bronze pieces are shown in light blue, purple and red.  A stainless steel liner surrounds the bronze on all sides and the vessel holds 600 gallons of water.
[bookmark: _Ref372586485][image: D:\Current Jobs\Mu2e experiment\Mu2e Master Model 11-08-13\renderings\11-18-13 HRS TDR pics\exploded view.JPG]
[bookmark: _Ref374459436]Figure 4.168. Exploded view of the HRS showing the stainless steel liner.
Figure 4.170 shows the HRS installed in the PS with the vacuum end cap welded in place. The outer tank wall has an outer radius of 73.66 cm. The PS inner cryostat wall, at a radius of 75 cm, will support the HRS.  The length of the HRS is about 4 m and it has a minimum inner radius of 20 cm. The total assembly weight, including both the bronze and stainless steel liner, is 36 tons. The pion production target is located in this cavity, mounted on a support ring shown in Figure 4.171.

[image: D:\Current Jobs\Mu2e experiment\Mu2e Master Model 11-08-13\renderings\11-18-13 HRS TDR pics\bronze-03c transparent.JPG]
[bookmark: _Ref374459511]Figure 4.169. Cutaway of the upstream section of the HRS showing how the proton beam pipe passes through the HRS. The outer water tank shell is not shown and the red bronze block of Figure 4.168 is transparent.  The three bronze blocks in this section are all bolted to each other to create a continuous cylinder that hangs from the stainless vacuum liner.

[image: D:\Current Jobs\Mu2e experiment\Mu2e Master Model 11-08-13\renderings\11-18-13 HRS TDR pics\section view-001.JPG]
[bookmark: _Ref374459597]Figure 4.170. Section view of the HRS inside the PS. A portion of the TS is shown inserted into the upstream end of the PS and the vacuum end cap is welded to the downstream end of the HRS.  The cyan, magenta, red, and green pieces are the bronze C63200 parts. The liner is stainless steel 316L.
[image: D:\Current Jobs\Mu2e experiment\Mu2e Master Model 11-08-13\renderings\11-18-13 HRS TDR pics\target support section-2.JPG]
[bookmark: _Ref374459654]Figure 4.171. Elevation section view showing the target support ring and the twist lock fasteners.
The HRS must be mechanically stable. Current simulations suggest the shield will experience an average heat load of 3.3 kW. Since the HRS is inside the solenoid, radiation cooling (passive) leads to unacceptably high operating temperatures in the HRS; therefore, the shield must be actively cooled.  The cooling is accomplished by immersing the bronze shielding in water. The water flows into and out of the HRS tank through ports at the top and bottom of the downstream flange. The source of cooling water will be the LCW system, which also supplies cooling water to the beamline magnets. The pressure of the LCW system, approximately 140 psig, forces the HRS to be designed as an ASME Boiler and Pressure coded vessel. Figure 4.172 – Figure 4.175 show in detail how the HRS is welded in place on both ends inside the PS.

Not shown in Figure 4.173 or Figure 4.174 are any ports in the red tube (weld adapter) to evacuate the annular space around the HRS. This vacuum space does not need a very good vacuum, but heat transfer to the PS from the HRS will be reduced if the area is evacuated.

A 3D thermal steady state analysis has been completed and the very acceptable results are shown in Figure 4.82 and described in [129].  The effect of the beam energy deposition as well as the thermal radiation from the target heating the inner wall of the liner has been accounted for. Figure 4.164 shows the temperature distribution of the inner liner from the energy deposition of the beam and the thermal radiation coming from the target.  The calculated inner wall temperatures are well below the 100℃ required to preclude overheating the target support components mounted on the inner bore of the HRS. Figure 4.176 shows the temperature profile on the outer tank wall.

Figure 4.173
Figure 4.174
Figure 4.175

[bookmark: _Ref374461340]Figure 4.172. Section View through the PS, HRS and TS. The circled areas are shown in blow-ups on the next three figures.

[image: D:\Current Jobs\Mu2e experiment\Mu2e Master Model 11-08-13\renderings\11-18-13 HRS TDR pics\DS section close-up.JPG]
[bookmark: _Ref374461415]Figure 4.173. Close-up section view of the connection between the downstream end of the PS, the HRS and a water port. The water port has to be drilled in at an angle to the front face of the DS flange so that it does not penetrate the inside surface of the conical wall.  The port size is based on ¾” OD tube size. The annular space inside the HRS is smaller than ¾” in., so to compensate and create an adequate entrance area for the water, there is a slot milled into the downstream flange instead of a hole. This configuration should prevent any plugging from whatever debris might get into the LCW system. Multiple inlets and outlets will be included for redundancy.  Water flow is expected to be around 3 gpm.
[image: D:\Current Jobs\Mu2e experiment\Mu2e Master Model 11-08-13\renderings\11-18-13 HRS TDR pics\US section close-up.JPG]
[bookmark: _Ref374461456]Figure 4.174. Close-up section view of the top of the upstream end of the HRS showing the welded connection to the PS.  The blue ring is welded to the PS. The orange ring is welded  in place after the HRS is inserted into the PS.  This joint separates the annular space around the HRS water tank from the central vacuum space around the target.  Since pumping speed to the annular space is very limited, separating this region should improve the vacuum around the target. This joint must be flexible to allow the HRS water tank to “breathe” with the application of internal water pressure.

[image: D:\Current Jobs\Mu2e experiment\Mu2e Master Model 11-08-13\renderings\11-18-13 HRS TDR pics\US section close-up bottom.JPG]
[bookmark: _Ref374461559]Figure 4.175. Close-up section view of the bottom of the upstream end of the HRS. The brown piece is a bronze arc segment sliding bearing. The HRS is supported by the weld to the downstream end, shown in the figure, and by this bearing at the upstream end. The HRS cannot be cantilevered off the downstream flange as FEA studies show that the deflection of the upstream end would be too large for assembly.
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[bookmark: _Ref374461736]Figure 4.176. Temperature distribution on the outer tank shell of the HRS taking into account energy deposition from the beam and thermal radiation coming from the target.
The HRS will be assembled vertically on a rotating fixture with the downstream flange down near the floor. Successive pieces of bronze will be lowered around the inner liner.  After the first two pieces of bronze are assembled, the beam pipe has to be welded to the inner liner. The next three pieces of bronze are assembled around the beam pipe and bolted to each other as shown in Figure 4.168 and Figure 4.169.  The next step is to lower the outer tank wall and weld it to the downstream flange.  Finally, the upstream end flange is lowered onto the assembly. The beam pipe, inner liner and outer tank wall are all welded to it.
Heat and Radiation Shield Risks
The HRS is designed conservatively, so the risks are considered low. There is a very large margin for magnet quenches due to beam heating during normal operations. During a quench there are large forces on the PS and HRS that have been accounted for in the design. The largest risk is that the calculation of the RRR degradation of the aluminum stabilizer in the coils due to neutron radiation has been underestimated and it would be necessary to warm-up to anneal the aluminum more than once per year. This would result in inefficiency in the operating time of the experiment.
Heat and Radiation Shield Quality Assurance
The HRS will be designed and built in accordance with the requirements of the Fermilab Engineering Manual. Design of the HRS is monitored by in-progress design review during weekly meetings of the Target Station Group. The in-progress review is followed by a final project review. The design is documented in the requirements and specification documents, FEA reports, CAD model, and drawings. As-built dimensions are checked against the fabrication drawings. 
Proton Beam Absorber
Proton Beam Absorber Requirements
The Mu2e beam absorber [7] stops the unspent proton beam and secondary particles that make their way through and beyond the target in the forward direction.  The beam power from the accelerator complex is 8 kW, and while 0.7 kW will be deposited into the target itself, and 3.3 kW will be absorbed by the Production Solenoid Heat and Radiation Shield, a significant amount of power is deposited in the beam absorber. The beam absorber must be shielded so that its prompt and residual radioactivity does not significantly contribute to the radiation dose rate at the downstream end of the production solenoid enclosure.  

The absorber must be able to accept the entire beam power in the event that the target is missed, or during pre-targeting beam tests.  The beam absorber must be placed outside of and well beyond the Production Solenoid to allow access to the crane hatch and room for remote target exchange equipment. The beam absorber must be compatible with the extinction monitor located above and behind the beam absorber [130].
Proton Beam Absorber Technical Design
The calculations in the following paragraph were performed with the 8 kW baseline beam power.  Using the Revised Fermilab Concentration Model [131] at the Mu2e design beam intensity, the average concentration of radionuclides in the sump pump discharge will be 24 pCi/ml due to tritium and 2 pCi/ml due to sodium-22. This corresponds to 2% of the total surface water limit if the pumping is performed once a month (conservative scenario). Build-up of tritium and sodium-22 in ground water at 1.2  1020 protons per year will be as low as 6.2 × 10-8 % of the total limit over 3 years of operation. Air activation is acceptable (< ~30 Ci/yr) with the planned 800 cfm air flow [132].

The beam absorber [133] must be able to accept the total number of protons required by the experiment, 3.6  1020 over 3-4 years, plus an acceptable overhead to account for commissioning and tuning (100%), without replacement over the life of the experiment.  The transverse dimensions of the absorber must be consistent with the beam properties after accounting for distance from the target and divergence of the beam, including scattering in the target.  The transverse proton beam size at the absorber face has a sigma of 1.3 cm in both planes.

The absorber, shown in Figure 4.177, consists of a steel core with the dimensions 1.5  1.5  2 m and concrete shielding with the dimensions 3.5  3.5  5 m, so the core is surrounded by 1 m of concrete on the sides, the top, and the bottom. It has a 1.5  1.5 m opening toward the beam and also a 2.5  2.5  1 m albedo trap to protect the downstream end of the Production Solenoid from the secondary particles generated by the spent proton beam in the core.

[image: ]
[bookmark: _Ref374461861][bookmark: _Toc290968273][bookmark: _Toc319136861]Figure 4.177. A cut-away view of the proton beam absorber.  The purple rectangular volume is the steel absorber and the surrounding material and entrance are concrete.
Simulations were run for two absorber materials, steel and aluminum. Both materials are acceptable. The proton beam absorber will be built using steel that is being stored at the Fermilab railhead to eliminate the cost of purchasing new material. The core consists of ten 8” thick, 1.5 m by 1.5 m plates welded together for a total length of 2 m. Power depositions in the absorber are shown in Table 4.35. The simulations [133] show that power deposition in accidental mode (primary beam misses the target) will be 6.7 kW for the steel core. In the normal operation mode (primary beam hits the target) the power deposition will be 1.7 kW for the steel core. Residual dose on contact with the concrete shielding of the beam absorber after 30 days of irradiation and 1 day of cooling will be at the level of few mSv/hr.
The results of MARS simulations and ANSYS finite element analysis (FEA) show that for forced convection air cooling during normal operation mode, the peak power densities lead to a maximum absorber temperature of 70°C.  The shielding concrete temperature is well below 100°C. The ANSYS temperature distribution plot for normal operation is shown in Figure 4.178. ANSYS FEA studies for the accident condition with an aluminum core show that the maximum temperature increases about 10°C if the accident condition persists for 15 minutes. Thus, based on the FEA result for the aluminum core, the steel core temperature is acceptable in the accident condition scenario.

[bookmark: _Ref164394338][bookmark: _Ref286331180][bookmark: _Toc290968299][bookmark: _Toc319136887]Table 4.35. Power deposition in the proton beam absorber: The "accident" condition refers to the proton beam missing the target and the "operation" condition refers to the proton beam striking the target. 
	Absorber material/mode
	Q(kW)

	Al, accident
	5.8

	Fe, accident
	6.7 

	Al, operation
	1.4

	Fe, operation
	 1.7
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[bookmark: _Ref374461997]Figure 4.178. Temperature distribution in the absorber steel and shielding concrete for normal operation.
Extinction monitor components are installed in a steel pipe with a 24” outer diameter that runs through the shielding concrete above the absorber steel. The steel pipe is laid in a trough that is cast into the shielding concrete. The pipe is thermally insulated from the shielding concrete with ceramic insulation. This pipe is included in the ANSYS FEA of the proton beam absorber for normal operation. The ANSYS temperature distribution plot for the pipe is shown in Figure 4.179.

The proton beam absorber layout drawing with dimensions is in Mu2e Document 3589 [134]. Energy deposited in the absorber is removed by forced convection air-cooling. The airflow path through the absorber is shown in Figure 4.180 and Figure 4.181.  800 scfm of cooling air at 15.6°C is supplied to the absorber by a building air system through a 14” diameter pipe to cool the absorber. The cooling air exits the cooling passages at the top of the core at ~25°C after removing the 1.3 kW deposited by the beam in the core during steady-state operation.

[image: ]
[bookmark: _Ref374462240]Figure 4.179. Temperature distribution for the steel extinction monitor pipe.
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[bookmark: _Ref374462346]Figure 4.180. Airflow path through absorber – upstream view.
[image: ]
[bookmark: _Ref374462444]Figure 4.181. Airflow path through absorber – side view.
The cooling passages on the top and sides of the steel core are 2” wide. The passages are formed by the core steel on one side, i.e., the surface being cooled, and by ¼” thick plate on the other side. The ¼” plates are welded to the steel core using standoff rods. The ends of the side cooling passages at the upstream and downstream faces of the steel core are closed by welding ¼” thick plate across the opening at each end. The downstream end of the top cooling passage is also closed with ¼” thick steel plate. The upstream end of the top cooling passage is left open for the cooling air to exit. The top cooling passage is divided into two separate passages along the length of the core on the longitudinal centerline. An adjustable weir plate is installed at the exit of each of the two top channels to balance the cooling airflows during installation. There is a 6” high plenum under the steel core that is sealed on all four sides. The plenum floor is the horizontal face of the shielding concrete that the core sits on. The 6” high plenum is formed by installing the core on 6” thick steel pads placed on the shielding concrete. There is no cooling passage on the downstream face of the last 1.5 m  1.5 m steel plate of the core. The 14” diameter air supply pipe runs under the 6” high plenum and terminates in a 14” air manifold pipe. The air manifold is slightly shorter than the steel core and it is located on the centerline of the core. Five 3-1/2” pipes on top of the manifold distribute the cooling air into the 6” high plenum uniformly along the length of the steel core. The 6” high plenum directs the cooling air into the side channels. Cooling air pressure drop is calculated at 1” WC (water column) and specified as 2” WC for the building air supply system.

In the ANSYS heat transfer FEAs, energy is distributed in the steel core according to the results of a MARS simulation. The shielding concrete is insulated on all external surfaces except the bottom; the bottom surface is held at a constant 15°C. Heat transfer coefficients in the cooling channels are calculated by hand and applied to the channel surfaces. The air heat sink temperature for each channel is the exit (not the average) temperature for that channel. The extinction monitor pipe is insulated from the shielding concrete with ceramic insulation. The extinction monitor pipe is perfectly insulated on its inside surface so no heat transfers to or from this surface. The heated exit airflow does not flow vertically upwards and into the extinction monitor pipe upon exiting the shielding concrete.

A steel door is mounted on the upstream face of the shielding concrete. The door is opened and closed manually with a long rod to protect personnel from the activated steel core during a beam-off access to the experimental enclosure. 
Proton Beam Absorber Risks
The design of the proton beam absorber for Mu2e is similar to other beam absorbers that have long been in use at Fermilab. Thus, no design, fabrication, or operating risks have been identified. The only operating component, the cooling air fan, is located in a general-purpose area that can be accessed when the beam is operating.
Proton Beam Absorber Quality Assurance
The proton beam absorber will be designed and built in accordance with the requirements of the Fermilab Engineering Manual. Design of the proton beam absorber is monitored by in-progress design review during weekly meetings of the Target Station Group. The in-progress review is followed by a final project review. The design is documented in FEA reports, a CAD model and engineering drawings. As-built dimensions will be checked against the fabrication drawings. Balanced airflows are verified as part of the installation process.
Production Solenoid Protection Collimator
Protection Collimator Requirements
The Mu2e primary 8 GeV (KE) proton beam provides an average of 8 kW of beam power.  Normally, this beam will interact with the production target located within the bore of the Production Solenoid (PS), with the remnant beam delivered to the proton beam absorber located well downstream of the production region. There are stringent limits for heat loads on components of the PS, the Transport Solenoid (TS), and the Heat and Radiation Shield (HRS). In addition, there are stringent limits on displacements per atom (DPA) for the aluminum-stabilized superconductor in the Production Solenoid. In particular, beam accident conditions that result in direct interaction of primary beam protons with the HRS, cryostat walls, or coils, could result in significant heat deposition or radiation damage to these components [8].
To ensure that the limits are not exceeded, even during beam accident conditions, Mu2e requires a Protection Collimator (PC) to be installed between the downstream end of the final beam element, and the entrance of the proton beam through the PS cryostat wall. To fit between the last trim dipole and beam profile monitor and the entrance to the PS cryostat, the PC must be no longer than 1.5 m.

During beam accident conditions, the PC must be able to absorb and dissipate the heat load from the full primary 8 kW (average) beam for at least 50 msec before the beam protection systems trip off the beam.  To intercept the beam in any accident condition, the PC must have a minimum transverse dimension of 50 cm. 

Vacuum consistent with the proton beamline vacuum requirements shall be maintained within the aperture of the PC.

During normal operations, the beam will have a transverse size within the PC aperture of ~1 cm full-width. To maximize targeting flexibility, the beam aperture through the PC should be as wide as possible, but the requirement to limit fake signals in the extinction monitor limits the aperture diameter to 80 mm [130].

The pion production target is 0.6 cm in diameter, thus the beam must move transversely by 1cm in each direction to ensure the beam can be swept across the target for targeting studies and optimization. Since the 80 mm aperture size violates the requirement to be able to swing the beam ±0.8° about the geometric center of the target, the protection collimator must be able to move out of the proton beam within its vacuum volume.

Since it will be installed in close proximity to the PS, TS1, and TS2 coils, the PC must be constructed from non-magnetic materials so that it does not affect the field uniformity requirements of those systems. The PC and its supporting systems should be serviceable without removal from within the beam transport enclosure. As far as is practical, materials should be chosen to minimize residual activation for the protection of maintenance personnel and to minimize the radiation cool-down time to avoid significant downtimes that might impact the experimental sensitivity.

The Protection Collimator engineering requirements and specifications are defined in Mu2e document 2902 [135]. The primary requirements and specifications are: 
· Core length of 1 meter.
· Core outer diameter of 50 cm.
· Beam aperture diameter through the center of the core of 8 cm.
· Beam aperture diameter for low-energy target scan of 20.8 cm.
· No science requirement for in-beam positioning accuracy as long as the repeatability requirement is met.
· In-beam positional repeatability is ±0.25 mm.
· The core has two operating positions: (a) 8 kW beam operation and (b) Low-energy target scan. The time it takes to travel from one position to the next is not important but must be less than 10 minutes.
· Operating vacuum of 1×10-8 Torr. 
· Acceptable materials for construction are 300 series stainless steel and aluminum.
· Provide mounting points for beam loss monitor tubes on the top, bottom and sides of the Protection Collimator.
· Dissipate the heat load deposited during beam accident conditions.
Protection Collimator Technical Design
Figure 4.182 shows the layout of the Protection Collimator. The core material is stainless steel plate that weighs 3,517 pounds. The plates are welded together along the outer circumference. Virtual leaks can occur between plates that are pressed tightly together. To prevent potential virtual leaks in the core, a gap of roughly 0.1 to 0.25 mm is maintained between the plates after welding. The core has two positions depending on the two operating conditions: (1) 8 kW beam operation and (2) Low-energy target scan operation. In the 8 kW beam-on position the core is centered on the beamline. The core moves 358.14 mm laterally in the low-energy target scan position to create the beam aperture area required for the scan.
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[bookmark: _Ref374462562]Figure 4.182. The Protection Collimator consists of the core, vacuum vessel, drive, and instrumentation.
The core moves on a welded, structural frame made with stainless steel tube. The bottom and lower sides of the vacuum vessel and the frame are a single welded assembly. The frame has forklift slots and also tapped holes for lifting fixtures to be used with an overhead crane.

The vacuum vessel is a rectangular box with removable access covers. As discussed above, the lower section of the vacuum vessel and the frame is an integral welded assembly. The bolted covers are vacuum-sealed using conflat seals (copper gasket and knife-edge flange). The beam pipe connections are sealed with conflat flanges. With the covers off, the entire internal volume of the vacuum vessel is accessible for assembly, upgrade, and maintenance.

The drive that moves the core is mounted on the vacuum vessel. The linear drive consists of a single worm gear ACME screw jack driven by an electric motor. One limit switch indicates the 8 kW beam operation core position and a second limit switch indicates the low-energy target scan position. The jack, motor, and limit switches are mounted outside the vacuum vessel for maintenance.  The ACME screw travels in a bellows that seals the vacuum at the linear drive connection between the core and the ACME screw. The core is locked in position for transport to prevent core motion that could damage the drive system or create an unbalanced load.

The protection collimator is located between the last beamline element and the SWIC that is located just upstream of the 5" OD beam entry port into the Production Solenoid. It is mounted on a support stand, shimmed to the specified elevation, and bolted down at the specified location.
Protection Collimator Risks
The mechanical and electrical design of the protection collimator is straightforward and uncomplicated. Thus, no design, fabrication, or operating risks have been identified. There is always the risk that components can fail. The failure risk is mitigated by designing the protection collimator so all components are accessible for repair or replacement. 
Protection Collimator Quality Assurance
The protection collimator will be designed and built in accordance with Fermilab Accelerator Division standards and guidelines (cleaning and mechanical details for high vacuum service, etc.) for beamline components. Design of the protection collimator is monitored by in-progress design review during weekly meetings of the Target Station Group. The in-progress review is followed by a final project review. The design is documented in the requirements and specification documents, CAD model, and drawings. As-built dimensions are checked against the fabrication drawings. Operation is verified as part of the fabrication process and again after installation.
Target Station Installation and Commissioning
The proton beam absorber is the first target station component to be installed. Installation will commence shortly after beneficial occupancy of the Mu2e building and will be performed by an outside contractor. The proton beam absorber is installed in four steps. In the first step, the air distribution piping is installed and embedded in the lower section of the cast-in-place shielding concrete. The top surface of this lower concrete section is the floor of the 6” high air plenum under the absorber, as discussed above. In the second step, the core assembly is placed in position on the lower section of the shielding concrete that was poured in step one. In step three, the rest of the shielding concrete is poured. The ¼” plates that are welded to the steel core to form the air-cooling passages are also the innermost forms for the concrete poured in this step. In the fourth step, the extinction monitor pipe is installed and insulated.

The HRS is installed after the Production Solenoid installation. The HRS is assembled with its axis vertical (i.e. stacked); a rotating fixture is used to rotate the axis of the HRS to the horizontal position. The HRS and its rotating fixture are then lifted and attached to a transport/installation fixture. The transport/installation fixture supports the HRS as it is transported to the Mu2e site and allows it to be lowered by crane into the PS hall. There, the installation fixture must be aligned and locked to the PS, allowing the HRS to slide into the PS bore.  Figure 4.183 shows a sketch of the HRS and the transport/installation fixture. Figure 4.184 shows the HRS in position in the PS, ready to be welded in place.

Field mapping of the PS will occur after the installation of the HRS. After the solenoid field mapping is complete, the target remote handling system will be used to install the target. The remote handling system will be commissioned outside of the Mu2e area with a mock setup to reduce the debugging time needed in the Mu2e area. It is desirable to practice the target change operation with the final setup.

Commissioning will begin with a low-intensity proton beam with a low repetition rate to minimize radiation levels.  To aid in establishing the proton beam trajectory on the target, a multi-wire chamber will be located between the target and the beam dump to provide additional information. The adjustment available in the primary beam angle and position at the target will be used to verify the beam-target alignment. Section 4.8.2.2.7, in the External Beamline section, describes the adjustments that must be made to the M4 primary beam to provide the beam motion of the primary beam scans at the production target.  The beam will be monitored by profile monitors and, initially, with an additional chamber between the target and proton beam absorber.  The most direct rate information on the number of target interactions will come from the extinction monitor; however, additional information will be available from rates measured in the Mu2e detector.

[image: D:\Current Jobs\Mu2e experiment\Mu2e Master Model 11-08-13\renderings\11-18-13 HRS TDR pics\installation-01.JPG]
[bookmark: _Ref374462654]Figure 4.183. View of the installation of the HRS into the PS. The basic concept is that the installation fixture must be aligned and solidly connected to the PS. The solid connection is required because of the large force required to slide the HRS into the PS bore. Once the HRS is inserted it can be welded to the PS. The TS cannot be in place when the HRS is inserted because of the need for access to the upstream end of the HRS for welding.
[image: D:\Current Jobs\Mu2e experiment\Mu2e Master Model 11-08-13\renderings\11-18-13 HRS TDR pics\installation-02.JPG]
[bookmark: _Ref374462770]Figure 4.184. Perspective view showing the upstream end of the HRS after insertion into the PS.  A welder will have to get inside the upstream end of the PS to weld the orange ring in place.
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