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Chapter 3: Muon to Electron Conversion
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Physics Motivation
[bookmark: _Toc165011067]Before the discovery of neutrino oscillations, it was generally understood that lepton flavor changing processes were forbidden in the Standard Model (SM) and that the lepton flavor numbers Le, L and L were conserved. Since neutrinos were taken to be massless, the mass matrices for the charged leptons and the charged-current weak interactions could be simultaneously diagonalized. Neutrino oscillations are, however, prima facie evidence of mixing between lepton families, and are manifestly lepton flavor-violating (LFV) processes.  This will be the case as well for any model having a mechanism for generating neutrino masses.  The rate at which LFV processes occur in the neutrino sector is constrained by the measured neutrino mixing parameters, but the rate at which charged lepton flavor violation (CLFV) occurs is model-dependent and can vary over many orders of magnitude. For example, in the minimal extension to the Standard Model, in which neutrino masses are generated by introducing three right-handed SU(2) singlet fields and three new Yukawa couplings [1], the CLFV process − N →e− N can occur only through loop diagrams whose amplitudes are proportional to (m2ij /Mw2)2 where m2ij is the mass-squared difference between the ith and jth neutrino mass eigenstates. Because the neutrino mass differences are so small relative to Mw, the rates of CLFV decays in this modified version of the SM are effectively zero (e.g., < 10−50 for both + →e+and − N →e−N). Many New Physics (NP) models, however, predict significant enhancements to CLFV rates, and in particular to that of the muon to electron conversion process. Many well-motivated physics models predict rates for CLFV processes that are within a few orders of magnitude of the current experimental bounds. These include the MSSM with right-handed neutrinos, SUSY with R-parity violation as well as models with leptoquarks, new gauge bosons, large extra-dimensions, and a non-minimal Higgs sector [2]. The Mu2e experiment, with a single-event sensitivity of a few 10–17 for the ratio of − N →e− N conversions to conventional muon capture, has real discovery potential over a wide range of New Physics models and may prove to be a powerful discriminant among models.
Charged Lepton Flavor Violation – Model Independent Searches
There is an active global program searching for CLFV processes using rare decays of muons, taus, kaons, and B mesons. The ratio of rates among various CLFV processes is model-dependent and varies widely, depending on the underlying physics. It is therefore important to pursue experiments sensitive to different processes in order to elucidate the mechanism responsible for flavor-violating effects. Because of the existence of intense muon sources, the most stringent limits currently come, and will continue to come, from the muon sector. There are three rare muon processes that stand out: + →e+,   +→e+e+e− and − N →e− N, with − N →e− N offering the greatest potential sensitivity. Searches for these processes have thus far yielded only upper limits on the corresponding rates. The current experimental limits (all at 90% CL) on the branching ratios are: BR(+→e+ < 5.710−13 [3], BR(+→e+e+e−) < 1.010−12 [4], and Re(Au) (→e conversion on gold) < 710−13 [5], where R is the conversion rate normalized to the capture rate. In the coming decade significant improvement is expected in the sensitivity of searches for all three processes.
The MEG experiment [3] at PSI has already reached a limit of 5.710−13 for the branching ratio of + e+ and is currently being upgraded to an expected sensitivity of 610−14 [6]. Mu2e at Fermilab, as well as the COMET [7] experiment at JPARC, aims at sensitivities of 10−16 – 10−17 on Re(Al). These two processes have complementary sensitivity to New Physics effects; results from both are important in untangling the underlying physics.  To illustrate this, one can estimate the sensitivity of a given CLFV process in a model-independent manner by adding two qualitatively different lepton-flavor-violating effective operators to the Standard Model Lagrangian parameterized by , the effective mass scale of New Physics, and , a dimensionless parameter that controls the relative contribution of the two terms [8]: 
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Most New Physics contributions to muon to electron conversion and + e+ are accounted for in these two classes of effective operators.  If << 1, the first term, a flavor-changing magnetic moment operator, is dominant.  If >> 1, the second term, a four-fermion interaction operator, is dominant. Simply put, the first term arises from loops with an emitted photon and can mediate all three rare muon processes.  The photon is real in  + →e and virtual in− N →e− N and + →e+e+e−. The second term includes contact terms and a variety of other processes not resulting in an on-mass-shell photon. Therefore, the − N →e− N and + →e+e+e− processes are sensitive to New Physics regardless of the relative contributions of the first and second terms. The New Physics scale, , to which these two processes are sensitive is shown as a function of  in Figure 3.1 and [8]. The projected sensitivity of the MEG experiment will probe values up to 1000 - 2000 TeV for << 1, but has little sensitivity for>> 1. The projected sensitivity of the Mu2e experiment will probe  values from 2000 to nearly 10,000 TeV over all values of . It is important to emphasize that these effective operators provide a general description of most New Physics scenarios in which large CLFV effects might appear in + →e+decay and − N →e− N conversion; the conclusions on relative sensitivity are generically true. Thus the Mu2e experiment’s sensitivity in the range of 10–16 – 10–17 remains relevant and important in all outcomes of MEG. If MEG observes a signal, then Mu2e should as well; the ratio of measured rates can then be used to simultaneously constrain  and (determining which types of new physics models are favored). A null result from MEG does not preclude a Mu2e discovery, since the New Physics may lead to effective interactions to which the + →e+ process is largely insensitive. 

[bookmark: _Ref261615220]It is important to emphasize that is an effective mass scale and not immediately comparable to the mass scale reach of direct searches, such as those at the LHC. In the case of the magnetic moment interaction,  is related to the mass M of the new particles via a loop factor and the new couplings g of the new interactions, e.g. 1/2~g2e/(162M 2), where e is the electromagnetic coupling. In the case of the four-fermion operator,  could be more directly related to the masses of the new particles, e.g., 1/2~g2/M2.
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[bookmark: _Ref270706871]Figure 3.1. The sensitivity to the scale of new physics, , as a function of , for a muon to electron conversion experiment with a sensitivity in the range of 10−16 – 10−17 is compared to that for a muon-to-electron-gamma experiment with a sensitivity in the range of 10−13 – 10−14.  See the text for a definition of  The current and projected exclusion regions of parameter space for →e are indicated by red contours, those for →e conversion by blue contours.
Specific Models of CLFV 
All models of new physics at the electroweak scale constructed to address outstanding issues in particle physics – the origin of the dark matter, the gauge hierarchy problem, etc. – contain CLFV effects at different levels. Some predict that CLFV processes are rare, while others are already severely constrained by existing CLFV bounds and would be ruled out if CLFV effects are not observed in the near future.  We discuss some specific examples below.
An SO(10) Type I See-Saw Grand Unified Model
Supersymmetric versions of the Standard Model with weak-scale supersymmetry (SUSY)-breaking parameters are very popular extensions of the SM that address the gauge hierarchy problem and naturally accommodate a dark matter candidate. Very often, they also lead to large rates for CLFV processes. Concrete predictions depend on the mechanism behind SUSY breaking and other phenomenologically well-motivated assumptions. As an example, the model discussed in detail in [9] and [10] allows one to compute the − N →e− N rate in titanium as a function of SUSY breaking parameters in the context of an SO(10) SUSY GUT model with very massive right-handed neutrinos, after one considers different hypothesis for the neutrino Yukawa couplings (“PMNS-like” or “CKM-like”).  This recent study takes into account the light Higgs mass, the recently observed value of 13, and recent limits on LHC searches for superpartners [10].
[image: ]
[bookmark: _Ref261615622][bookmark: _Toc165011068]Figure 3.2 shows that Mu2e and potential upgrades will be able to test most of the PMNS-like parameter space, particularly for large tan, and will be able to explore a portion of the CKM-like parameter space. 
[bookmark: _Ref265200409]Figure 3.2. Muon Conversion Rate CR(→e in Ti) versus BR( →e) for the PMNS case in mSUGRA (red), the Non-Universal Higgs Mass (green) and the CKM case (blue). The left plot is for tan=10 and the right for tan=40. The different horizontal and vertical lines correspond to A Scalar Leptoquark Model

Scalar leptoquarks
Models with scalar leptoquarks at the TeV scale can, through top mass enhancement, modify the  → e conversion rate and BR( → e) while satisfying all known experimental constraints from collider and quark flavor physics [11]. Figure 3.3 compares the reach in the new coupling for a range of scalar leptoquark masses for the → e conversion rate with the sensitivity of Mu2e and BR( →e) at the sensivity of the MEG upgrade.CR(→e in Al) = 6 × 10-17 
Br(→e) = 6 × 10-14 


[bookmark: _Ref261635907]Figure 3.3. The combination of couplings  from Eq. (14) of [11] as a function of the scalar leptoquark mass for the → e conversion rate (CR) in Al at the sensitivity of Mu2e and the branching fraction BR( →e) at the sensitivity of the MEG upgrade (courtesy B. Fornal). The shaded region consists of points that do not satisfy a naturalness criterion defined in Eq. 7 of [11].
Flavor-violating Higgs decays 


[bookmark: bookmark3][bookmark: bookmark2][bookmark: bookmark1][bookmark: bookmark0][bookmark: Constraints_from_tau_to_mu_gamma,_tau_to]One of the highest priorities in particle physics is to study the newly discovered Higgs boson, and measure all of its properties. Non-standard flavor-violating decays of the 125 GeV Higgs to quarks and leptons are a very interesting probe of New Physics [12]. Constraints from CLFV on new interactions that lead to h → e, e,  severely outweigh the sensitivity of collider experiments. Current → e conversion (see Figure 3.4) implies [image: ]< 4.6  10-5; Mu2e is expected to be sensitive to [image: ]>  few  10-7. In these types of scenarios, constraints involving muon couplings are substantially stronger than those involving  couplings.


[bookmark: _Ref261636711]Figure 3.4[image: ]. Constraints on the flavor-violating Yukawa couplings |Yeµ|, |Yµe| for a 125 GeV Higgs boson [12]. The diagonal Yukawa couplings are approximated by their SM values. Thin blue dashed lines are contours of constant BR for h → µe, while the thick red line is the projected Mu2e limit.
Left-Right Symmetric Models
Left-right symmetric models are attractive extensions of the Standard Model that restore parity at short-distances, are potential remnants of grand unification at very short-distances, and allow one to build potentially testable neutrino mass models. A recent study [13] discusses predictions of left-right models assuming the new breaking scale is around 5 TeV. The expected rates for muon-to-electron conversion and  → e are correlated and expected to lie within the sensitivity reach of both the MEG upgrade and Mu2e, as depicted in Figure 3.5. If this model is correct, the observation of  → e with a branching ratio of 10-13 would imply a muon-to-electron conversion rate around of 10-14 and many hundreds of events in the Mu2e experiment.
CLFV and Neutrino Masses
In spite of the fact that neutrino oscillations imply CLFV, measurements of neutrino oscillation processes do not allow us to reliably estimate the rate for the various CLFV processes. The reason is that while neutrino oscillation phenomena depend only on neutrino masses and lepton mixing angles, the rates for the various CLFV processes depend dramatically on the mechanism behind neutrino masses and lepton mixing, currently unknown. Different neutrino mass-generating Lagrangians lead to very different rates for CLFV. The observation of CLFV, therefore, will potentially provide vital information when it comes to revealing the physics responsible for neutrino masses.
[bookmark: _Ref261637351][image: ]Figure 3.5. Correlation between the branching ratio for  → e and the muon-to-electron conversion rate in gold in a left-right symmetric model. See [13] for details. The red and magenta shaded regions are constrained by MEG [3] and SINDRUM-II [5], respectively and the vertical and horizontal dashed lines indicate projected limits from the MEG upgrade and Mu2e/COMET, respectively.  
The same physics that determines the pattern of the leptonic mixing matrix may also influence the relative rates of different CLFV process. In the case of purely Dirac neutrinos, for example, the ratio of → e  to  →   is completely determined in terms of known neutrino mixing parameters and is (approximately) proportional to tan213 / cos223 ~ 1/20. Two concrete examples are discussed below of the interplay between neutrino observables, the physics responsible for neutrino masses, and CLFV.

In the MSSM with MSUGRA boundary conditions, as discussed earlier, large CLFV rates are a consequence of the seesaw mechanism. In more detail, neutrino Yukawa couplings lead to off-diagonal mass-squared parameters for the scalar leptons (for a detailed discussion see, for example, [15]). Hence, CLFV processes probe some combination of the neutrino Yukawa couplings and the right-handed neutrino masses, providing non-trivial information regarding the neutrino mass sector (this statement is very dependent on the physics of SUSY breaking, which must be well understood). A different linear combination of Yukawa couplings and heavy masses determines the observed active neutrino masses. Combined, CLFV, SUSY searches, and neutrino experiments allow one to begin to reconstruct the physics responsible for nonzero neutrino masses. Knowledge of this physics is fundamental when it comes to determining whether leptogenesis [16] is the mechanism responsible for the matter–antimatter asymmetry of the universe. For a concrete example, see [17]. If thermal leptogenesis is ever to be tested experimentally, CLFV will certainly play a fundamental role [18].

In the case discussed above, the relation between neutrino mixing parameters and CLFV is indirect. There are scenarios where the neutrino masses and the lepton mixing angles can be directly related to the rates of several CLFV processes, including models of large extra-dimensional Dirac neutrinos [19], and models where neutrino Majorana masses are a consequence of the existence of SU(2) triplet Higgs fields. Figure 3.6 from [20] depicts the rate for different muon CLFV processes as a function |Ue3| cos , for different hypothesis regarding the neutrino mass ordering (normal or inverted) [20]. Here |Ue3| = sin13 ∼ 0.15 is the “reactor” mixing angle and  is the “Dirac” CP-odd phase that can be measured in next-generation neutrino oscillation experiments. The overall expectation for the transition rates depends on parameters external to the neutrino mass matrix, like the triplet mass and vacuum expectation value. The combination of data from neutrino oscillation experiments, high energy collider experiments (like the LHC) and CLFV should ultimately allow one to thoroughly test particular Higgs triplet models and, if these turn out to be correct, unambiguously reveal the physics behind neutrino masses.

[bookmark: _Ref261686080][image: ]Figure 3.6. The branching ratios B for μ → e (solid line) and μ → eee (dashed line), and the normalized capture rate B for μ → e conversion in Ti (dotted line) as a function of |Ue3| cos in a scenario where neutrino masses arise as a consequence of the presence of a triplet Higgs field with a small vacuum expectation value. The lightest neutrino mass is assumed to be negligible while the neutrino mass hierarchy is assumed to be normal (left-hand side) and inverted (right-hand side). See [20] for details.
Negative muon to positron conversion
The Mu2e set-up allows for the concurrent search of muon to positron transitions: 
- + (Z, A) → e+ + (Z-2, A). These are lepton-flavor and lepton-number violating processes that are guaranteed to occur if neutrinos are Majorana fermions, not unlike searches for neutrinoless double-beta decay. Like CLFV processes, the expected rates for muon-to-positron transition are very dependent on the mechanism behind neutrino masses. Unlike CLFV, muon-to-positron conversion directly tests the physics responsible for lepton number violation, and any observation of muon-to-positron conversion implies that neutrinos are Majorana fermions.  
In the standard high-energy seesaw picture, the expected rate of muon-to-positron conversion is tiny, proportional to the square of the e- element of the neutrino mass matrix, [image: ]where mi are the neutrino masses and U are the elements of the leptonic mixing matrix. While bounds from neutrinoless double-beta decay are, naively, much more constraining, the e- character of the muon-to-positron transition provides independent information. For more details see, for example, [14]. Current bounds on muon-to-positron transitions are competitive with those from rare kaon decays. Mu2e should provide, absent a discovery, bounds that are several orders of magnitude more stringent.
Charged Lepton Flavor Violation in the LHC Era
By the time the next generation of CLFV experiments reach their target sensitivities, the LHC experiments are expected to have analyzed many fb-1 of data collected at center-of-mass energies of 7 to 14 TeV, thus exploring New Physics at the TeV scale. The importance and impact of pursuing next generation CLFV experiments is independent of what the LHC data might reveal over the next several years.  As discussed in the previous sections, these and other ultra-rare processes probe New Physics scales that are significantly beyond the direct reach of the LHC, and thus may offer the only evidence of New Physics phenomena should it lie at mass scales significantly above the TeV range.  A more optimistic scenario would assume New Physics discoveries at the LHC do occur and ask to what degree do measurements of CLFV processes complement the LHC experiments? The LHC experiments do not, aside from specially-tuned cases, have sensitivities to CLFV processes that approach that of next-generation + → e+ and −N →e−N experiments. Thus, Mu2e probes the underlying physics in a unique manner with a sensitivity that is significantly better than any other CFLV process can hope to accomplish on a similar timescale. Moreover, many of the new physics scenarios for which the LHC has discovery potential predict rates for −N →e−N in the discovery range for Mu2e (i.e., larger than 10−16). The points that make up Figure 3.2, for example, correspond to scenarios in which the LHC would discover new phenomena. We have only examined a few specific models here, but the results are representative of the power of muon-to-electron conversion. It is generally understood that an experiment sensitive to −N →e−N rates at the level of 10−16 to 10−17 would have discovery potential that overlaps the parameter space to which the LHC is sensitive and would help constrain that parameter space in a manner complementary to what the LHC experiments can accomplish on their own [1].
[bookmark: _Ref264823135]Signal and Backgrounds for Muon Conversion Experiments
The conversion of a muon to an electron in the field of a nucleus is coherent: the muon recoils off the entire nucleus and the kinematics are those of two-body decay.  The mass of a nucleus is large compared to the electron mass so the recoil terms are small. A conversion electron is therefore monoenergetic with energy slightly less than the muon rest mass (more detail is given below).  The muon energy of 105.6 MeV is well above the maximum energy of the electron from muon decay (given by the Michel spectrum) at 52.8 MeV; hence, the vast majority of muon decays do not contribute background, subject to an important qualification for negative muons bound in atomic orbit, as discussed below. This distinctive signature has several experimental advantages including the near-absence of background from accidentals and the suppression of background electrons near the conversion energy from muon decays.

When a negatively charged muon stops in a target it rapidly cascades down to the 1S state [21]. Capture, decay or conversion of the muon takes place with a mean lifetime that has been measured in various materials and ranges from less than ~100 ns (high-Z nuclei) to over 2 s (low-Z nuclei) [22].  Neutrinoless conversion of a muon will produce an electron with an energy that is slightly less than the rest mass of the muon and depends on the target nucleus:

Ee = mc2 – B(Z) – C(A),

where Z and A are the number of protons and nucleons in the nucleus, B is the atomic binding energy of the muon and C(A) is the nuclear recoil energy.  In the case of muonic aluminum, the energy of the conversion electron is 104.97 MeV and the muon lifetime is 864 ns [22].  An electron of this energy signals the conversion. 

At the proposed Mu2e sensitivity there are a number of processes that can mimic a muon-to-electron conversion signal.  Controlling these potential backgrounds drives the overall design of Mu2e. These backgrounds result principally from five sources:
 
1. Intrinsic processes that scale with beam intensity; these include muon decay-in-orbit (DIO) and radiative muon capture (RMC). 
2. Processes that are delayed because of particles that spiral slowly down the muon beam line, such as antiprotons.
3. Prompt processes where the detected electron is nearly coincident in time with the arrival of a beam particle at the muon stopping target (e.g. radiative pion capture, RPC).
4. Electrons or muons that are initiated by cosmic rays.
5. Events that result from reconstruction errors induced by additional activity in the detector from conventional processes. 

[image: :Screen shot 2011-04-07 at 1.47.40 PM   Apr 7.png]A free muon decays according to the Michel spectrum with a peak probability at the maximum energy at about half the muon rest energy (52.8 MeV) and far from the 105 MeV conversion electron energy.  If the muon is bound in atomic orbit, the outgoing electron can exchange momentum with the nucleus, resulting in an electron with a maximum possible energy (ignoring the neutrino mass) equal to that of a conversion electron, however with very small probability. At the kinematic limit of the bound decay, the two neutrinos carry away no momentum and the electron recoils against the nucleus, simulating the two-body final state of muon to electron conversion.  The differential energy spectrum of electrons from muon decay-in-orbit falls rapidly as the energy approaches the endpoint, approximately as (Eendpoint - Ee)5.  The spectrum of electron energies that results from muon decays in orbit in aluminum, our target of choice, is illustrated in Figure 3.7 where the most prominent feature is the Michel peak. As described above, the nuclear recoil slightly distorts the Michel peak and gives rise to a small tail that extends out to the conversion energy.  Because of the rapid decrease in the DIO rate as the electron energy approaches the endpoint, the background can be suppressed through adequate resolution on the electron momentum. To reduce the DIO background, the central part of the energy resolution function must be narrow and high energy tails must be suppressed.  This depends on the intrinsic resolution of the tracker detector as well as the amount of material traversed by conversion electrons. 
[bookmark: _Ref265200488]Figure 3.7 The electron energy spectrum from muon decay-in-orbit in aluminum. The recoiling nucleus results in a small tail (inset) that extends out to the conversion energy.
To date, there have been no experimental measurements of the DIO spectrum with sufficient sensitivity near the endpoint energy. The rate is very low and therefore far more stopped muons than in previous experiments are required to see it. The shape of the spectrum near the endpoint is dominated by phase space considerations that are generally understood but important corrections to account for nuclear effects must also be included.  The veracity of these corrections is untested by experiment. However, a number of theoretical calculations of the DIO spectra of various nuclei have been done over the years, in particular a recent one by Czarnecki, et al [23]. The uncertainty in the rate versus energy near the endpoint is estimated at less than 20%.

[bookmark: _Ref264718596]Radiative muon capture (RMC) on the nucleus (−Al Mg) is an intrinsic source of high energy photons that can convert to an electron-positron pair in the stopping target or other surrounding material, producing an electron near the conversion electron energy.  Photons can also convert internally. These internal and external rates, by numerical accident, are approximately equal for the Mu2e stopping target configuration.  Radiative muon capture can produce photons with an endpoint energy close to the conversion electron energy but shifted because of the difference in mass of the initial and final nuclear states.  Ideally, the stopping target is chosen so that the minimum masses of daughter nuclei are all at least a couple of MeV/c2 above the rest mass of the stopping target nucleus, in order to push the RMC photon energy below the conversion electron energy; for aluminum the RMC endpoint energy is 101.9 MeV, about 3.1 MeV below the conversion electron energy. The shape of the photon spectrum and the rate of radiative muon capture are not well known for medium mass nuclei and experiments have not had enough data to observe events near the kinematic endpoint.  The electrons that result from photon conversions cannot exceed the RMC kinematic endpoint for the energy of the radiated photon, so the planned energy resolution of the conversion peak (on the order of 1 MeV FWHM including energy straggling and tracking uncertainties) can render this background negligible. 

Most low-energy muon beams have significant pion contamination.  Pions can produce background when they are captured in the stopping target or surrounding material and produce a high energy photon through radiative pion capture (RPC):
[image: ]

RPC occurs in 2.1% of pion captures for an aluminum target [24]. The kinematic endpoint is near the pion rest mass energy with a broad distribution that peaks at about 110 MeV. If the photon then converts in the stopping material, one sees an electron-positron pair and in the case of an asymmetric conversion, the outgoing electron can be near the conversion energy, thus appearing to be a conversion electron. In addition, the photon can internally convert: 
[image: ]
and by numerical accident, the internal and external conversion rates are about equal. Thus electrons resulting from photon conversions, both internal and external, can produce background. RPC background can be suppressed with a pulsed proton beam: the search for conversion electrons is delayed until virtually all pions have decayed or annihilated in material. Beam electrons near the conversion energy that scatter in the target, along with the in-flight decay of a muon or pion in the region of the stopping target are other examples of prompt backgrounds.

Cosmic rays (electrons, muons, photons) are a potential source of electrons near the conversion electron energy.  If such electrons have trajectories that appear to originate in the stopping target they can fake a muon conversion electron. Identifying an incoming cosmic ray particle can reject these events. Passive shielding and veto counters around the spectrometer and particle identification help to suppress this background. Note that this background scales with the experiment’s live time rather than with beam intensity.  

Track reconstruction can be affected by other activity in the detector, causing tails in the energy resolution response function that can move low-energy DIO electrons into the signal momentum window. Additional activity in the detector primarily originates from the muon beam, from multiple DIO electrons within a narrow time window, and from muon capture on a target nucleus that results in the emission of photons, neutrons and protons.  The protons ejected from the nucleus following muon capture have a very small kinetic energy and are highly ionizing, so the large pulses they leave behind in tracking detectors can shadow hits from low energy electrons, potentially adding to the likelihood of reconstruction errors.  Ejected neutrons can be captured on hydrogen or other atoms and produce low-energy photons.  Low-momentum electrons can be created in the tracker by photons that undergo Compton scattering, photo-production, or pair production, and by delta-ray emission from electrons and protons. Because of the low mass of the tracker, these electrons can spiral a considerable distance through the detector before they range out, generating a substantial number of in-time hits.  Electron-generated hits caused by neutron-generated photons are the most common and difficult to remove form of background activity.  Our simulations include this additional activity and its effect on the momentum resolution tails is included in the background estimates described below. The rate of background activity scales linearly with beam intensity. Systematic uncertainties are assigned to account for the uncertainties in the rate of this background activity.  The momentum resolution tails are controlled through careful design of the detector and reconstruction software, and by using estimates of track reconstruction quality when selecting physics samples.
Previous Muon Conversion Experiments
Since the time of the discovery of the muon there has been a rich history of searches for charged lepton flavor violation [25].   Experiments using muons to search for charged-lepton-flavor violation are some of the most promising.  They have been constructed to search for muons decaying into an electron and a gamma (μ→ eγ), muons decaying into three electrons (μ+→ e+e-e+), and the coherent muon to electron conversion process in nuclei (μ-N → e-N).  The present constraints (at 90% CL) from these CLFV searches using muon decay are Br(μ→ eγ) < 5.7 × 10-13 [3], Br(μ+→ e+e-e+)< 1 × 10-12 [4] and from muon to electron conversion Rμe < 7 × 10-13 [5]. Searches in μ→ eγ, μ+→ e+e-e+, and μ-N → e-N are complimentary in that their sensitivity to CLFV is different depending on the underlying new physics model [8]. In fact, if a signal of charged lepton flavor violation is observed, then the relative rates of μ→ eγ, μ+→ e+e-e+, and μ-N → e-N can constrain the underlying physics responsible for the observed CLFV interactions.
  
Steinberger and Wolfe first searched for muon to electron conversion in 1955 [26].  Many other searches have been performed since ([27] - [33]). The techniques employed in the most recent experiments are particularly noteworthy and provide important input for the design of more sensitive experiments such as Mu2e.  

In 1988 a search for muon to electron conversion was performed at TRIUMF [33].  A 73 MeV/c muon beam was stopped in a titanium target at a rate of 106 µ−/sec. A hexagonal time projection chamber located in a uniform 0.9 Tesla axial field was used to measure the energy of electrons. Scintillation counters were used to tag those electron candidates coincident with the arrival of a particle at the stopping target as prompt background. No events were observed with energies consistent with the muon-to-electron conversion hypothesis. However, nine events with momenta exceeding 106 MeV/c were observed.  The source of these events was thought to be cosmic rays, a hypothesis that was later confirmed in a separate experiment that measured the cosmic ray induced background with the beam turned off.  The limit from the TRIUMF search was 4.6  10−12 (90% CL).

The 1993 SINDRUM II experiment, performed at PSI, focused negative muons with a momentum of 88 MeV/c and an intensity of 1.2  107 µ−/sec on a Titanium target [34].  During a 25 day run a total of 4.9  1012 muons were stopped.  The electron energy was measured with a spectrometer inside a superconducting solenoid with a 1 Tesla field. The spectrometer consisted of several cylindrical detectors surrounding the target on the beam axis. Two drift chambers provided the tracking while scintillation and Cerenkov hodoscopes were used for the timing of the track elements and electron identification. A scintillation beam counter in front of the target helped to recognize prompt background electrons produced by radiative capture of beam pions or beam electrons scattering off the target.  The pion contamination was reduced by a factor of 106 by passing the beam through a thin moderator that reduced the muon flux by 30%. The few surviving pions had very low momenta and a simulation showed that ~ 99.9% of them decayed before reaching the target. Electrons from radiative pion capture in the moderator could reach the target and scatter into the detector solid angle. This background was easily recognized since it was strongly peaked in the forward direction and had a characteristic time correlation with the cyclotron RF. The electron spectrum agreed well with the predictions for muon decay-in-orbit. No events were observed with energies consistent with the muon-to-electron conversion hypothesis resulting in a limit of 4.3  10−12 (90% CL).

In 2000 SINDRUM II performed a new search for muon to electron conversion using a 53 MeV/c muon beam and a gold target [5]. The conversion energy for gold is 95.6 MeV. During a 75-day live time 4.4  1013 muons were stopped. After removing forward prompt events, the electron spectrum was well described by muon decays in orbit and no events were observed in the signal region.  One electron event, thought to be pion induced, was identified at higher energy. A final limit on muon to electron conversion in gold was set at 7  10−13 (90% CL).
Overview of Mu2e
Previous muon to electron conversion experiments have not observed events in the signal region, though events at higher energies have been observed and attributed to pion background and cosmic rays. Based on these results there would appear to be considerable room for improvement for an experiment with sufficient muon intensity, momentum resolution and rate capability so long as prompt backgrounds and cosmic rays are controlled.  Mu2e proposes to improve on previous measurements by a factor of approximately 10,000 by deployment of a highly efficient solenoidal muon beam channel and a state-of-the-art detector combined with the power and flexibility of Fermilab’s accelerator complex. The major improvements implemented for Mu2e that make this significant leap in sensitivity possible are discussed below. The Mu2e apparatus is shown in Figure 3.8.

An integrated array of superconducting solenoids forms a graded magnetic system that includes the Production Solenoid, the Transport Solenoid and the Detector Solenoid.  The Production Solenoid contains the Production Target that intercepts an 8 GeV kinetic energy, high intensity, pulsed proton beam.  The S-shaped Transport Solenoid transports low energy − from the Production Solenoid to the Detector Solenoid and allows sufficient path length for a large fraction of the pions to decay to muons.  Additionally, the Transport Solenoid attenuates nearly all high energy negatively charged particles, positively charged particles and line-of-sight neutral particles. The upstream section of the Detector Solenoid houses the muon stopping target and has a graded magnetic field.  The graded field increases the acceptance for conversion electrons and plays a key role in rejecting beam-related backgrounds. The downstream section of the Detector Solenoid has a nearly uniform field in the region occupied by the tracker and the calorimeter.  
[image: ::Screen shot 2012-01-23 at 11.05.48 AM   Jan 23.png]
[bookmark: _Ref161725063][bookmark: _Ref146359048][bookmark: _Ref193519436][bookmark: _Toc164937034]Figure 3.8. The proposed Mu2e apparatus. Shielding and the Cosmic Ray Veto that surround the Detector Solenoid, absorbers inside the Detector Solenoid, and the extinction and stopping target monitors are not shown. 
The tracking detector is made from low mass straw tubes oriented transverse to the solenoid axis.  The momentum resolution is dominated by fluctuations in the energy lost in the stopping target and proton absorber, by multiple scattering, and by bremsstrahlung of the electron in the tracker. The calorimeter consists of about 1900 crystals arranged in two disks oriented transverse to the solenoid axis. The calorimeter provides timing and energy information important for providing a fast trigger and efficient particle identification.  The tracker and calorimeter are discussed in detail later in this report.

To increase the sensitivity to muon-to-electron conversion by a factor of 10,000 the intensity of stopped muons will be increased to about 1.5  1010 Hz. This significant increase in stopped muons is achieved by placing the production target in a graded solenoidal field that varies from 2.5 – 4.6 Tesla. A proton beam enters the Production Solenoid moving in the direction of increasing field strength, opposite the outgoing muon beam direction and away from the detectors. A large fraction of the confined pions decay, producing muons. The graded field steadily increases the pitch of the muons, effectively accelerating them into the lower field of the Transport Solenoid that transports negatively charged muons within the desired momentum range to the stopping target.[footnoteRef:1] The MuSIC R&D effort at Osaka University has validated this approach, demonstrating the principle of high muon yields from a target in a superconducting solenoid for the first time [38].  For the Mu2e system, using the QGSP-BERT model of particle production in a GEANT4 simulation, the resulting efficiency is ~0.0019 stopped muons per incident proton.  [1:  This overall scheme was first suggested by Djilkibaev, Lobashev and collaborators in an earlier proposal called MELC [35] and subsequently adopted in the BNL MECO proposal. Proponents of the muon collider have subsequently adopted their ideas for muon collection in graded solenoids [36][37].] 


The SINDRUM method of using beam counters to tag and veto prompt backgrounds can no longer be used at the rates required for Mu2e. Those prompt backgrounds are dominated by pion-capture processes in the stopping target.  The relevant timescale was the pion lifetime of 26 nsec.  The PSI beam of SINDRUM and SINDRUM-II was a continuous stream of short beam bursts every 20 nsec. Therefore the timescales are comparable and this process limited the experiment. Instead of relying on beam veto counters, we plan to use a pulsed beam with a large separation between pulses compared to the pion lifetime.  With such a beam one can wait for pions to decay or interact in matter and thereby largely eliminate the pion-capture background.  Since the muon lifetime in a stopping target like Al is long (864 nsec) the loss of muons is acceptable if the time between pulses is about twice the muon lifetime and one simply waits for the pions to decay. Mu2e will therefore search for conversion electrons between proton pulses during times when the flux of particles in the secondary muon beam is relatively low and after the pion-capture process has been reduced by about 109. Fermilab provides a nearly perfect ring for such an experiment. The Fermilab Debuncher, unused in the post-collider era, will be re-purposed (and renamed the Delivery Ring). It will supply a single circulating bunch that will be slow-extracted, providing a pulsed beam to Mu2e every cyclotron period of 1695 nsec for 8 GeV protons. This circumference of 1695 nsec is about twice the muon lifetime in aluminum, and the storage and extraction process can be made to have little or no beam between pulses. Figure 3.9 shows the beam structure and the delayed search window.

The muon stopping target will be located in a graded solenoidal field that varies smoothly from 2.0 to 1.0 Tesla. The active detector will be displaced downstream of the stopping target in a uniform field region. This configuration increases the acceptance for conversion electrons, suppresses backgrounds, and allows for a reduction of rates in the active detector.

The 105 MeV conversion electrons (along with decay-in-orbit electrons from normal Michel Decay) are produced isotropically in the stopping target. The tracker surrounds a central region with no instrumentation: the vast majority of electrons from Michel Decay have radii in the 1 Tesla field that are too small to intercept the tracker and are thus essentially invisible; the few remaining are a source of background we will discuss at length.  Here, a final gradient field in the region of the stopping target and before the tracker plays a critical role.  Conversion electrons, at 105 MeV, emitted at 90  30 with respect to the solenoid axis (pT > 90 MeV/c) are projected forward and pitched by the gradient into helical trajectories with large radii that intercept the tracking detector. Electrons in this range that emerge from the target in the direction opposite the tracking detector (upstream) see an increasing magnetic field that reflects them back towards the detector. In addition to nearly doubling the geometric acceptance for conversion electrons, the graded field helps to reject background by shifting the transverse momentum of electrons passing through it. Conversion electrons within the acceptance of the tracker originate from the stopping target with transverse momenta > 90 MeV/c. The graded magnetic field shifts the transverse momentum of the conversion electrons into the range between 75 - 86 MeV/c by the time they reach the tracker.  Electrons with a total momentum of 105 MeV/c that are generated upstream of the stopping target, at the entrance to the Detector Solenoid, cannot reach the tracking detector with more than 75 MeV/c of transverse momentum because of the effect of the graded field, eliminating many potential sources of beam-related background.
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[bookmark: _Ref156367939][bookmark: _Ref146708527][bookmark: _Ref160157642][bookmark: _Toc164937035]Figure 3.9. The Mu2e spill cycle for the proton beam and the delayed search window that allows for the effective elimination of prompt backgrounds when the number of protons between pulses is suppressed to the required level. The start time and duration of the search window shown in the figure is illustrative. The exact delay and duration are optimized to keep pion-capture backgrounds at a low level.  
The detector is displaced downstream of the stopping target in order to:
· reduce the acceptance for neutrons and photons emitted from the stopping target and to allow space for absorbers to attenuate protons ejected by nuclei as part of the muon capture process in the stopping target.
· provide a region for the aforementioned gradient field to pitch conversion electrons into a region of good acceptance.  This helps to reduce accidental activity in the detector from beam particles entering the Detector Solenoid and, as stated, from the vast majority of electrons from muon decay-in-orbit, which go undisturbed through the evacuated center of the tracker and calorimeter.  The extent and gradient of the field, the size of the central evacuated region, and their geometric locations, are therefore jointly designed to maximize acceptance for conversion electrons while also greatly reducing decay-in-orbit and beam-related backgrounds and occupancy.
· reduce activity in the detector from the remnant muon beam, about half the intensity entering the Detector Solenoid (stopping more of it would require more stopping material, yielding more accidental activity and smearing out the conversion peak because of energy loss straggling). The remnant muon beam enters an absorber (the muon beam stop) designed to minimize albedo that could increase accidental activity in the detectors.  

Shielding and a plastic scintillator based cosmic ray veto (CRV) system surrounds the Detector Solenoid.  Cosmic rays have been a limiting factor in past experiments and the CRV is designed to ensure that cosmic-ray-induced backgrounds are a subdominant background for the Mu2e experiment.   

The next section describes the simulation and reconstruction software used and the selection criteria applied to reduce backgrounds to acceptable levels. We then describe how the methodology of the Mu2e experiment summarized above will limit the total background to less than one event and improve the sensitivity to CLFV by several orders of magnitude relative to past experiments.
[bookmark: _Ref265054264]Mu2e Simulation, Reconstruction, and Selection
The known processes that may create backgrounds for muon conversion experiments were discussed in general in Section 3.2. In this section we describe the simulation and reconstruction software used to emulate the known background processes and simulate the detector response.  The algorithms used to reconstruct the simulated data are also described. The selection criteria used to estimate the background yields and conversion electron acceptance are detailed. 
[bookmark: _Ref265054533]Simulation 
A common suite of simulation software is used to compute the background yields and signal efficiency described below. The simulation is based on the GEANT4 package [39][40]. Common set-up files are provided that describe the default Mu2e geometry and materials. Detailed magnetic field maps are produced using the OPERA 3D [41] and SOLCALC [42] software packages and assuming the nominal conductor geometries and coil positions.  Additional field maps that include variations from the nominal field, based on the fabrication tolerances for the conductor and coils, are generated.  The additional field maps are used to evaluate systematic uncertainties.

The geometric description of the setup, illustrated in Figure 3.10, includes details on multiple scales in a single model. They range from the dirt surrounding the detector hall, the building walls and shielding, to individual coils of the solenoids, and to the multiple material layers in the wall of each individual tracker straw. All elements of the muon beam line are included, the HRS, the production target and its supports, the anti-proton absorbers, the collimators, the stopping target foils and their supports, and the muon-beam stop located at the end of the DS. In addition to a detailed description of the straws, the manifolds and support shells of the tracker are modeled. The front-end readout boards are represented but the cables and services are not. Since they are located outside the active region of the tracker, at large radius, we do not expect them to significantly affect the accidental hit occupancy in the tracker. The calorimeter crystals are represented separately and the support structure and readout electronics are also modeled.  The CRV model includes the scintillator counters, the aluminum spacers, and the aluminum shell that forms the outside of the modules. 
[image: ]
[bookmark: _Ref264904392]Figure 3.10 A cut-out view of the GEANT4 model of Mu2e used for the simulation results reported.
Simulating physics processes
The standard “Shielding” physics list provided with GEANT4 is intended for use by low background experiments and shielding applications.  It uses the Bertini Cascade (BERT) model for low energy hadron-nucleus interactions and the Fritiof (FTF) model for high energy hadron-nucleus interactions. The de-excitation of nuclei (P) and the radioactive decay of long-lived isotopes are included.  The high precision modeling of neutron interactions (HP) is used for neutrons below 20 MeV. The chiral invariant phase space model (CHIPS) is used for hyperon and anti-baryon production. For most of the studies described below we use a custom physics list “Shielding_MU2E01” for which we change the transition from the Bertini model to the Fritiof model so that it occurs in the 9.5-9.9 GeV range instead of the default 4-5 GeV region. This change improves the agreement between the simulated pion production cross sections and the HARP data. 

When muons stop in our aluminum stopping target, they are captured in an atomic excited state.  They promptly fall to the ground state. For aluminum, about 39% of the muons will decay in orbit, while the remaining 61% will be captured on the nucleus. The electrons and photons from the atomic cascade to the ground state are modeled in GEANT4, but the products of muon decay in orbit and muon nuclear capture are modeled using custom code. The decay in orbit is modeled using the latest calculations as described in [23]. The spectra and particle multiplicity for the photons, neutrons, and protons emitted in the muon nuclear capture process are based on published data. The custom code is used for muon stopped in our aluminum target.  For muon stops in other locations, the GEANT4 models are used for all aspects. Variations of these models are investigated as part of the systematic uncertainties.

To make it practical to perform optimizations of the detector and shielding geometry and materials, the simulations have been subdivided into several stages. The first stage begins the simulation with 8 GeV protons interacting in the production target and tracks all resulting particles to the mid-point of the transport solenoid.  We save the location, arrival time, and four-momenta of any particle making it that far.  The second stage begins with the output of the first stage and tracks particles to the entrance of the detector solenoid.  The third stage propagates the surviving particles from stage two through the upstream portion of the detector solenoid vacuum and records muon and pion stops in the aluminum stopping target.  Particles that intersect the tracker or calorimeter are recorded.  The fourth and final stage describes the complete Mu2e setup and tracks all surviving particles through the tracker and calorimeter. In this manner we significantly reduce the amount of CPU necessary to study variations in the tracker, for example, since only the fourth stage would have to be re-run. This is much faster than re-doing simulations from primary protons. In addition, the stage approach allows us to employ resampling techniques where appropriate, significantly increasing the effective statistics of the sample in a very CPU efficient manner.  The cosmic-ray and antiproton background studies use the same staged technique but with definitions of the specific stages that are better suited to their particular study. The main physics simulation uses range cuts of 1 mm in stage 1, 100 m in stages 2 and 3, and 10 m in stage 4, which is the only stage where particles are propagated through the tracker straws.  Stages 1 and 2 do not track electrons below 1 MeV.  In the subsequent stages all particles are simulated regardless of their energy. 2.1x109 primary proton events have been simulated for the main sample, which corresponds to about 70 micro-pulses.  This is about a factor of 100 more statistics than available for the Mu2e Conceptual Design Report (CDR) studies.  

The protons are modeled as a delta-function with an arrival time at the production target of t=0.  The resulting arrival time of a particle at any given point is later smeared using a realistic timing distribution for the original proton pulse.  This allows us to incorporate new estimates of the proton pulse shape (e.g. as part of assigning systematic uncertainties or due to changes in the accelerator beamline design) without having to re-simulate the samples.

To study detector performance with realistic hit occupancies we produce “mixed” events in which we model the accidental occupancy in the tracker and calorimeter over 300-1695 ns of a micro-pulse. All known contributions to the accidental occupancy are included in the mixed events: the “beam flash” particles that come through the transport solenoid or penetrate the detector shielding from the outside, electrons from muon decay in orbit, the neutrons, photons and protons produced by muon nuclear capture in the stopping target, and the muon decay and capture products from muons stopped elsewhere inside the detector solenoid. We start at 300 ns because the occupancies at early times are prohibitively large. The appropriate timing distribution is used for each source of the mixed sample and contributions from neighboring micro-pulses are included. This is primarily important for the neutron contributions since the time it takes for some of the neutrons to thermalize is long compared to the 1695 ns micro-pulse spacing. Standard samples of mixed events contain only the accidental occupancy, so that the same mixed event can be re-used to overlay a signal electron from a conversion event or a track from any of the background processes in different studies.  The arrival time of each particle in the event overlay is randomized using the appropriate timing distribution for the process under study. The reconstruction algorithms described below take as input the full mixed event, and not just the subset that contains the signal event overlay. In this manner the efficiencies and yields presented include the effects of the accidental occupancy as well as the effects of an a priori unknown t0 from which to seed the reconstruction algorithms.

To increase the effective MC statistics a re-sampling technique is used at various stages whenever possible. For example, the stop positions and times of muons stopped in the aluminum target are re-used multiple times to generate accidental hits for the mixed events described above. Since the muons are at rest, their decay and capture products are isotropically distributed. By randomly sampling the direction and energy of the decay-in-orbit and nuclear-capture products for each use of a given stop position, large re-sampling factors can be safely used. Muons stopped outside the aluminum target are handled similarly. The beam flash component is also re-used, by randomly sampling the arrival time from the proton pulse time distribution.
Simulating detector response
Energy depositions in active detector elements (e.g. tracker straw volume, calorimeter crystal, or a CRV scintillator counter) from the GEANT4 samples described above are used as input to a detector simulation. Since the tracker is the single most precise detector element, and thus drives the experimental sensitivity, a complete simulation – from ionization in the straws to digitization output of the ADCs and TDCs on the tracker frontend – was developed.  The simulations for the calorimeter and cosmic veto are less sophisticated, but capture the significant effects. 

The tracker signal simulation is described briefly here and documented in detail elsewhere [43]. The tracker signal simulation starts with the energy deposits in the straw gas predicted by GEANT4, for all particles that pass through the tracker including the accidental hit occupancy from the overlay of the mixed events described above. These energy deposits are subdivided into individual ionizations, and processed through a parameterized simulation of the straw drift, the gas amplification, the signal transit, and the electronic amplification and shaping.  Electronic signals arriving at the straw ends from all processes are coherently added, and the resultant waveform is digitized at both ends.  The resultant simulated digitized signals (‘digis’) have a discrimination threshold applied and are used as input for the reconstruction.

For the calorimeter and CRV the GEANT4 energy depositions from all particles traversing the active regions of the sub-detectors (including the accidental occupancy from the overlay of mixed events) are summed separately for each crystal and each scintillator counter. The calorimeter energy is smeared to mimic resolutions measured in test beam or estimated from calculations. Readout thresholds are applied to these smeared quantities, which are then used as input for the reconstruction. The energy depositions in the CRV scintillators have readout thresholds applied after the inclusion of the Burke suppression factor, if applicable.
Reconstruction
A common suite of reconstruction software is used to compute the background yields and signal efficiency described below. The output of the detector simulation is used as input to the reconstruction software. The track reconstruction software takes as input digitized information from the tracker frontend, just as it will for real data. Since the tracker is the single most precise detector element, and thus drives the experimental sensitivity, sophisticated and robust algorithms for pattern recognition and track fitting have been developed. 
Track reconstruction
The Mu2e track reconstruction algorithm is described briefly here, and in detail elsewhere [44]. First, ‘digis’ are converted to hits, by re-interpreting the simulated digital data as physical time and energy.  The time distribution of tracker hits in simulated events that include a single signal conversion electron (CE) overlayed with the mixed events is shown in Figure 3.11 from 300-1695 ns, broken down by the origin of the particle that ultimately produced the hits. Tracker hits produced before 300 ns are suppressed at the front end, to keep from saturating the DAQ transmission. A typical CE within the geometric acceptance of the tracker produces 40 hits on average. The initial signal/noise of hits produced by the CE in the live window of a microbunch is roughly 1/85.

[bookmark: _Ref265039087]Figure 3.11[image: ] Distribution of reconstructed tracker hits from simulated events that include a CE overlayed with the mixed events. Primary proton hits originate from particles not coming from a stopped muon. Stopping target proton, photon, and neutron hits come from particles ejected in muon nuclear capture at the stopping target. Muons that stop “out of target” (OOT) also produce hits via nuclear capture and decay in orbit processes.
Hits are filtered based on their time, energy and position.  These simple cuts remove most of the proton and DIO background hits.  The principle remaining hit background comes from Compton electrons produced by photons hitting the straw walls.  The initial photons are produced both directly from nuclear de-excitation following muon capture, and indirectly from capture of neutrons on material in the DS produced following muon capture.  These low-energy electrons move in tight spirals through the tracker, producing tight clusters of hits when projected in the plane transverse to the magnetic field axis.  Roughly 90% of these hits are removed by a dedicated algorithm which searches for such clusters of hits.  About 90% of the CE hits survive this hit selection and the CE hit signal/noise improves to 1/10.

The remaining tracker hits are grouped together into time clusters, within a window of ~50 nsec, corresponding to the drift + transit time spread of hits produced by the CE. A representative sample of individual CE event hit time distributions is shown in Figure 3.12, with the hits produced by CE tracks and the identified clusters shown.  Over 95% of CE events producing at least 20 hits in the tracker are identified as a time peak, and the final signal/noise of the selected hits in a time peak containing CE hits is roughly 6/1.

Time peaks containing at least 15 hits are passed to a geometric pattern recognition algorithm.  Approximate 3-d hit positions are assigned to each hit using either the time difference between the signal arrival at the straw ends, or by stereo matching of hit pairs in adjacent panels of a station.  The typical position resolution achieved is ~1 mm perpendicular to the straw (the straw radius/√12), and ~1 cm along it.  A robust helix fit using the 3-d hit positions is used to define an initial track.  The helix fit result is used to initialize a least-squares fit, which uses only the perpendicular position information to constrain the fit.  The least squares fit uses the wire as hit position, and the straw radius/√12 as hit error.  The least squares fit produces initial helix parameters and covariance matrix, and an initial track t0.  An iterative Kalman filter track fit is seeded with the least-squares parameters, covariance, and t0, using the t0 to define straw drift circles.  The Kalman fit accounts for scattering and energy loss in the straw material, as well as the inhomogeneity in the DS field.  Left-right hit ambiguity resolution, track t0 refinement, and an outlier hit search are performed using a simulated annealing algorithm while iterating the Kalman filter fit.  The final reconstructed momentum is extracted from the Kalman filter fit result, evaluated at the upstream entrance to the tracker.

We note that there is room for improvement in the track reconstruction, in ways that affect both the resolution and the efficiency.  For instance, the reconstruction currently uses a linear model of the relationship between the measured drift time and the most probable distance of closest approach to the wire, while simulation includes realistic non-linear effects. The hit error is also assumed to be independent of drift radius.  These and other deficiencies will be addressed in planned upgrades of the Mu2e software before commissioning with data begins.

[bookmark: _Ref265039747][image: ]Figure 3.12 Time spectra for tracker hits from 4 separate events that include a CE overlayed with a mixed event. The x-axis range, 500-1695 ns, corresponds to the time window used in the reconstruction software. The blue histogram corresponds to the spectra for all hits, the green histogram are those hits surviving the hit-selection criteria, and the red triangles are the time peaks identified by the reconstruction algorithm. The red histogram corresponds to the hits produced by the CE in the event.
The tracker presents approximately 1% of a radiation length of material to the average CE, with most of the material in the straw walls. This material, while less than the stopping target or internal proton absorbers, also impacts the resolution due to energy loss straggling. The bigger effect of the tracker internal material however is to cause multiple Coulomb scattering. This limits the intrinsic resolution of the spectrometer.  Reconstruction effects also impact the resolution.  In particular, non-Gaussian tails in the multiple scattering and individual hit resolution functions, errors in assigning the left-right ambiguity to hits, and pattern recognition errors, all contribute to a non-Gaussian high-side tail.  
Calorimeter cluster and cosmic veto reconstruction
The energy depositions in the calorimeter crystals are clustered using a seed-and-shoulder algorithm adopted from BaBar. Crystals with an energy deposition larger than 10 MeV become “seeds” to which additional crystals may be added to form a cluster. Crystals that are physically contiguous with a seed cluster and that have an energy deposition coincident (<10 ns) with the seed and larger than 1 MeV are added to the cluster. Cluster merging algorithms are applied. The total cluster energy is determined as the sum over all included crystals. The cluster time and position are determined using energy-weighted averages.

A cosmic veto is formed using energy depositions in the CRV scintillators that are coincident with one another.  A localized coincidence in three of the four CRV layers is required. Because cosmic rays are incident at a variety of angles and because one layer is allowed to miss, a large number of scintillator hit patterns can qualify as a veto. The allowed hit patterns were determined using dedicated simulations of the four-layer CRV modules and muons incident at angles from 0 to 90 degrees relative to the normal.
[bookmark: _Ref265054547]Selection Criteria
Candidate conversion electron events are required to satisfy requirements using the reconstructed information from the tracker, calorimeter, and CRV.  While a rigorous multidimensional optimization has not been performed, the selection requirements are chosen to reduce backgrounds to a low level while maintaining a high signal efficiency.

The intrinsic quality of reconstructed tracks in Mu2e varies widely, due to the variation in production angle of the particles, the random effects of energy loss and scattering in material, the geometric acceptance of the tracker, and the effect of background hits on the pattern recognition and track fit.  To select a minimum-quality sample of tracks for analysis, a set of requirements are applied to quantities measured in the reconstruction.  No selections based on MC truth are applied.  The quality selections include requirements on the number of hits that are active in the fit (outlier hits are de-activated as part of the simulated annealing), the estimated uncertainty on the momentum and track t0, and most importantly, the chi-squared consistency of the fit.  

To reduce physics backgrounds, additional requirements are made.  We require the measured track pitch lie in a range that excludes electrons from muon and pion decay-in-flight, and high-energy beam electrons entering the DS from the TS.  To reduce the cosmic ray background, we require the track origin be consistent with coming from the target and that its maximum radius not intersect the Outer Proton Absorber.  To reduce backgrounds from pion-capture processes, we require a minimum time for the track t0 relative to the proton pulse. Backgrounds from muons traversing the tracker are eliminated by employing a particle identification algorithm that combines calorimeter and tracker information. 

The full set of selection criteria are listed in Table 3.1.  The acceptance ×efficiency for the track selection criteria alone is 9.3% for conversion electrons originating in the stopping target. For tracks satisfying the track requirements, the calorimeter and particle identification criteria are 96% efficient. Requiring there be no cosmic veto from the CRV reduces the acceptance by 4.5%. The total signal acceptance is then 0.093*0.96*(1-0.045) = 8.5%.

[bookmark: _Ref265048393][bookmark: _Ref265089627]Table 3.1 Selection criteria used to determine the background yields and signal acceptance. The criteria are successively applied.
	Parameter
	Requirement

	Track quality and background rejection criteria

	Kalman Fit Status
	Successful Fit

	Number of active hits
	Nactive ≥ 25

	Fit consistency
	2 consistency > 2x10-3

	Estimated reconstructed momentum uncertainty
	p < 250 keV/c

	Estimated track t0 uncertainty
	t< 0.9 nsec

	Track t0 (livegate)
	700 ns < t0 < 1695 ns

	Polar angle range (pitch)
	45° <  < 60°

	Minimum track transverse radius
	-80 mm < d0 < 105 mm

	Maximum track transverse radius
	450 mm < d0+2/ < 680 mm

	Track momentum
	103.75 < p < 105.0 MeV/c

	Calorimeter matching and particle identification criteria

	Track match to a calorimeter cluster
	Ecluster > 10 MeV
2 (track-calo match) < 100 

	Ratio of cluster energy to track momentum
	E/P < 1.15

	Difference in track t0 to calorimeter t0
	t = |ttrack – tcalo| < 3 ns from peak

	Particle identification
	log(L(e)/L()) < 1.5



Figure 3.13 shows the effect of the track selection requirements on the acceptance × efficiency.  The first column is normalization.  The acceptance selections in the next three columns are loose cuts made on Monte Carlo truth information, just to demonstrate what intrinsic limits the structure of the experiment imposes, independent of any algorithm.  The next two columns are the quality selections, followed by three physics selections, described in Table 3.1.  The final selection is for a nominal momentum window to separate conversion electrons from DIO.  
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[bookmark: _Ref265049038]Figure 3.13 The cumulative (top) and relative (bottom) acceptance × efficiency for the track selection criteria as a function of sequential selections.  
We note that the quality of the tracks, and hence momentum resolution, varies continuously with the quality parameters.  For instance, tracks with at least 30 active hits and a chisquared consistency greater than 0.01 have a 10% narrower core resolution and 20% smaller high-side resolution tail than the standard selection in Table 3.1.  However, for a cut-based analysis, the better momentum resolution does not compensate for the reduced CE efficiency and these more restrictive requirements result in a degraded experimental sensitivity.  Similarly, tracks outside the selection range of the physics backgrounds cuts will be useful sideband samples for studying and measuring those backgrounds.  To maximally exploit the information content of the Mu2e tracker data, we plan to use more sophisticated techniques than simple cuts when performing our final analysis.  For instance, we might weight events according to quality, or separate the data into quality-selection bands.  We can also reduce the physics background uncertainties using likelihood-based analysis of the physics backgrounds as a function of parameters such as track t0 and polar angle.  The criteria listed in Table 3.1, and the results presented below after applying them, should therefore be considered as temporary placeholders for what our actual analysis will be once the experiment has data, and we have had time to develop optimal algorithms.
Track momentum resolution
[bookmark: _Ref265068720]The intrinsic momentum resolution of the tracker, including material and reconstruction effects, is shown in Figure 3.14 for signal conversion electrons that satisfy the track selection criteria. The difference between the momentum predicted by the Kalman track-fit and the MC true momentum, evaluated at the entrance to the tracker, is displayed. The resolution is fit to a Crystal Ball function, which models the (Gaussian) core resolution and the negative bremsstrahlung tail, together with an exponential positive resolution tail. As the core resolution of 118 keV/c is much less than the RMS equivalent spread due to upstream passive materials, the tracker core intrinsic resolution makes a small contribution to the overall experimental resolution.  However, the roughly 2% high-side exponential tail has a disproportionate influence on the DIO background yield, as it shifts the fast-falling DIO spectrum to larger momentum. 
[image: ]
[bookmark: _Ref279843557]Figure 3.14 The intrinsic resolution of the tracker for conversion electrons surviving the track selection criteria of Table 3.1 and shown in the upper left inset. The red line is a fit to a crystal ball function. The resulting mean (x0), core resolution (sigma), high-side tail fraction (tailfrac), and high-side tail resolution (taillambda) are given in the upper right inset.

Mu2e Background and Sensitivity
The known processes that may create backgrounds for muon conversion experiments were discussed in general in Section 3.2. In this section we explicitly estimate the backgrounds expected by Mu2e. Eliminating potential backgrounds drives many of the design features of the Mu2e detector. We begin with a brief description of the methodology used to estimate each background source. We conclude with our current estimate of the experimental sensitivity. 
Decay-in-orbit Background Yield and Conversion Electron Acceptance
· Muons that capture on Aluminum atoms have a 39.1% chance of decaying while orbiting the Al nucleus [22].  Most of these decay in orbit (DIO) muons produce a high-energy electron, originating from the stopping target.  Since DIO electrons come from stopped muons, their timing distribution is identical to that of a potential conversion electron (CE).  The only measureable difference between a DIO electron and a CE is the energy, which is reduced by the energy carried off by the two neutrinos.  The overlap between the DIO energy spectrum and the CE selection window creates an irreducible physics background for Mu2e.  To keep the DIO background within tolerable limits, Mu2e must have very good energy resolution.  To quantitatively estimate the DIO background, Mu2e must have a good understanding of the experimental energy spectrum of the DIO.  These issues are discussed in detail below.  When discussing the DIO background we also discuss the CE sensitivity, as the yield of DIO and CE are strongly coupled.
Electron energy spectrum from muon decay-in-orbit
The energy spectrum of electrons produced by muons decaying in free space has been carefully studied, and was found to agree with the Standard Model predictions [45][46].  To balance energy and momentum, the free muon decaying at rest can give at most half its available energy to the electron. When bound to an atom, interactions with the nucleus distort the muon decay (DIO) electron energy spectrum. In particular, recoil against the nucleus allows the electron energy to exceed the kinematic limit of the free muon decay.

A detailed theoretical prediction of the DIO electron energy spectrum for muons captured on aluminum is shown in Figure 3.15.  The calculation includes relativistic effects and nuclear size and recoil effects [23].  As can be seen, the Michel edge at half the muon mass is softened by the interaction with the nucleus, producing a long tail that extends up to the kinematic endpoint (= predicted CE energy).  The tail of the spectrum falls rapidly due to the limited phase space available to produce neutrinos with energy close to zero.  In [23] the authors state that the principal uncertainty in their prediction comes from higher-order radiative corrections, which they estimate to be ‘small’.  Detailed numerical estimates of the DIO radiative corrections and estimates of their uncertainty are ongoing.

In [23] the authors show that a 5th order polynomial in the energy difference E = EDIO-ECE provides a very good approximation to the detailed theoretical prediction, in the range 85 MeV < E < 105 MeV.  As described below, this parameterization is used in the simulations from which the Mu2e DIO background yield is estimated.

[image: ]Note that the calculation in [23] assumes the DIO occurs after the muon has reached the 1S atomic orbit. If the muon decays while in a higher orbit, the decay electron would have a higher energy, due to a lower Coulomb barrier.  Given the estimated time of ~10-13 seconds for the muon to reach the 1S state, and a muon decay lifetime of ~10-6 seconds [21], the probability that the muon decays before reaching the 1S state is ~10-7. The binding energy of the Al 1S state is 464 keV.  If we assume all of that energy is available to the decay, we can approximate the decay spectrum of non-1S muon decay by shifting the predicted 1S DIO spectrum near the endpoint by this amount. This shift results in approximately a 10-fold increase in rate 1 MeV from the endpoint energy. Thus the background from DIO from muons not in the 1S state will be negligible (~10-6) compared to the background from 1S DIO muons.
[bookmark: _Ref265064659]Figure 3.15 Predicted energy spectrum for electrons from muon DIO on Aluminum on a linear (left) and log (right) scale.
Experimental effects on the DIO spectrum
The spectrum of Figure 3.15 is affected by experimental effects such as energy loss, Coulumb scattering, and reconstruction efficiencies and resolutions. This is illustrated in Figure 3.16, which shows the results of a simple parametric simulation of the momentum spectrum of DIO background and signal CE. While this simple simulation is not used to estimate the event yields, it is useful for illustrating the individual impact of the various experimental effects on the final momentum spectra. The upper left plot shows theoretical predictions of the momentum spectrum with no experimental effects applied. The upper right plot shows the momentum spectrum after a realistic acceptance, determined from a detailed simulation of the Mu2e tracker, is applied.  The acceptance is close to flat over the momentum range relevant to the Mu2e measurement, so the main effect is to reduce the rate of both DIO and CE by the same factor, without affecting their separation. Similarly, the (average) energy loss in material simply shifts both the DIO and CE spectrum by the same amount, maintaining their separation, as shown in the lower left plot.  Detector resolution however smears the spectra, creating a broad region of overlap, as shown in the lower right plot.  This overlap in reconstructed momentum defines both the DIO background yield, and impacts the final acceptance for CE.
[bookmark: _Ref267082202][image: ]Figure 3.16 Parametric simulations to illustrate how various experimental effects affect the momentum spectrum of electrons from DIO and muon conversion. These plots are normalized to the nominal 6.7×1017 stopped muons expected for the full Mu2e program. Upper left are theoretical predictions.  Upper right are after applying realistic detector acceptances.  Lower left is after acceptance and average energy loss effects.  Lower right is after all reconstruction effects.  Note the logarithmic scales.
Interactions in material upstream of the tracker are the dominant contribution to the energy loss and resolution smearing depicted in Figure 3.16. The Mu2e spectrometer volume contains passive materials that are necessary for the operation of the experiment.  Electrons produced in the stopping target can interact with those materials, which reduces and degrades their energy. Figure 3.17 shows the momentum spectrum of electrons from CE originating in the stopping target, at a point just upstream of the tracker, as predicted by our detailed GEANT4 simulation.  The long negative tail comes from radiative energy loss (Bremsstrahlung), while the core width comes mostly from straggling in the ionization energy loss.  The FWHM of the momentum of 700 keV/c corresponds to a (Gaussian) 300 keV/c RMS.  The largest material effect comes from the stopping target itself. A careful optimization of the stopping target mass and geometry has been performed to balance the effects of stopping power and energy degradation. The other passive material upstream of the tracker is the Inner Proton Absorber (IPA). This material slows or stops some of the protons produced in nuclear decay following muon capture, thereby protecting the tracker from high hit rates and large charge deposition.  Compared to the CDR, the IPA has been reduced in mass by a factor of 2, which was found to improve the overall sensitivity to Re.  The effect of residual gas in the DS vacuum (10-4 Torr) is negligible.
[bookmark: _Ref265067064][image: ]Figure 3.17 The momentum spectrum of conversion electrons at the entrance to the tracker as estimated by a detailed GEANT4 simulation of the Mu2e apparatus. The spectra at production (green), after interaction in upstream material (blue), and after reconstruction (red) are shown.
[bookmark: _Ref265066221]Figure 3.17 also shows the momentum spectrum from the same CE reconstructed in the tracker. Material in the tracker itself further shifts and broadens the spectrum.  In addition, reconstruction effects introduce a high-side tail.  
Estimate of the DIO background yield and CE acceptance
We predict the DIO background and CE yield using the same detailed simulation and reconstruction software for both the DIO and CE events as described in Section 3.5.  To improve the statistical resolution, the DIO momentum is generated flat between 95 and 105 MeV, and events are weighted according to the cross section predicted by the formula in [23].  Flat generation plus weighting provides better statistical precision in the high-momentum part of the spectrum, where the background tracks are most likely to originate. To emulate realistic tracker occupancies, the DIO and CE events are overlaid with the mixed events (cf. Section 3.5.1) and the track reconstruction algorithm is run, exactly the same for DIO and CE events.  The selection criteria of Section 3.5.3 are applied.

Figure 3.18 shows the reconstructed momentum spectrum of selected tracks, measured at the entrance of the tracker, from the DIO background.  Overlaid is the expected signal from conversion electrons assuming Re = 1 ×10-16, predicted by the full Mu2e simulation.  Both plots contain many hundreds of times more data than are expected for Mu2e, but are normalized to the 6.7 ×1017 muon stops expected in the nominal Mu2e run. Selecting tracks with momentum between 103.75 and 105 MeV/c results in a DIO background of 0.22 ±0.03 events, and a CE Single Event Sensitivity (SES) of 2.6 ±0.07 ×10-17, where the quoted uncertainties are due to limited Monte Carlo statistics and corrections for particle-ID and cosmic veto requirements have not yet been included.

The DIO histogram in Figure 3.18 shows significant single-bin fluctuations, in spite of the large number of simulated events. These fluctuations come from very rare single events in the far high-side tail of the momentum resolution. This is demonstrated in Figure 3.19, which plots the difference between the reconstructed and true momentum of DIO electrons in the signal momentum window defined above.  The tail portion of the resolution (defined as Δp > 500 keV/c) constitutes over 2/3 of the DIO entries in the signal window. Improving the track reconstruction resolution tails will be a priority for future optimization studies – particularly through better handling of non-linear effects that degrade the single-hit resolution. 
Systematic Uncertainties
Several effects introduce systematic uncertainty affecting the estimated DIO background yield or the conversion electron acceptance.  The largest direct effects come from the theoretical prediction of the DIO spectrum, and the determination of the absolute momentum scale of reconstructed tracks.  Indirect effects from uncertainties in the rates [image: ]of accidental hits in the tracker, and uncertainties in the tracker simulation, also contribute.  
[bookmark: _Ref265055202]Figure 3.18 The simulated reconstructed momentum spectrum for DIO events (blue) and conversion electron (CE) events surviving the track selection criteria and assuming Re=10-16. The distributions are each normalized to the total number of muon stops expected for 3.6×1020 protons on target.
Uncertainties in the predicted DIO spectrum
The predicted DIO spectrum in [23] does not include higher-order radiative effects, which may affect the shape of the spectrum near the endpoint, thereby changing the DIO background estimate.  Naively, we expect the radiative effects to be of order α, and to move the DIO events out of the signal momentum region, not into it, as the radiated photon will take energy away from the DIO electron.  A detailed higher-order calculation of the DIO spectrum including radiative effects is in progress but there are no results yet.  In the meantime, we set the systematic uncertainty associated with the predicted DIO spectrum by drawing on comparisons with radiative effects in Kaon physics [47] that indicate the DIO background will increase by no more than 20%, or 0.04 events after all selection criteria have been applied.
Uncertainty from the absolute momentum scale
An uncertainty in the momentum scale of the tracker affects both the CE acceptance and the DIO background yield. This is shown in Figure 3.20, which plots the change in the integral yields for DIO and CE (for Re=1×10-16) in the nominal momentum signal window from Table 3.1, as a function of a putative shift in the momentum. Mu2e requires an independent verification of the tracker momentum scale with an accuracy of 1/1000, or 100 keV/c at the CE momentum [48]. Propagating this momentum scale uncertainty results in a change of +0.09 -0.06 in the DIO integral rate, and +0.20 -0.23 in the CE integral rate, as shown in Figure 3.20. To reduce this uncertainty in the DIO background, we can intentionally set the momentum selection window 100 keV/c higher than the optimal value. As shown in Figure 3.21 this reduces the uncertainty on the DIO background by a factor of 1.5, and keeps the expected DIO background below 0.2 expected events (at the 1 σ level).  This protection comes at the cost of losing on average 7% (relative) of the expected CE yield, or up to 15% (relative) of the expected CE yield, in the case that the [image: ]momentum scale is under-estimated by 100 keV/c (1 ).

[bookmark: _Ref265056130]Figure 3.19 The difference () between the reconstructed momentum and the true momentum for DIO electrons that survive the selection criteria and fall into the signal momentum window. The contribution from the core resolution is defined to be those electrons for which p < 500 keV/c, while the tail is defined to be those for which p > 500 keV/c.
An alternate strategy for dealing with momentum scale uncertainty is to use the DIO spectrum itself as an internal reference, by fitting the measured spectrum outside the signal window.  In this case, the momentum scale becomes a nuisance parameter of the experiment, and the DIO background in the signal window is directly estimated by extrapolating the fit into the signal window. A toy Monte Carlo study of this strategy is shown in Figure 3.22, which displays the results of several independent toy experiments, each made with the full statistics expected by Mu2e. Each experiment is conducted by making a random sampling of the DIO and CE spectra from detailed GEANT4 simulations after the application of all selection criteria and normalizing to the number of stopped muons expected for the full Mu2e run.  The DIO spectrum in the range 100 MeV/c < p < 102.5 MeV/c is fit to a polynomial function inspired by the approximation to the theoretical DIO endpoint spectrum given in [23], but including parameters to model experimental acceptance, efficiency, and resolution effects.  The DIO fit is then extrapolated into the signal window to provide an estimate of the DIO background in each experiment.  The average estimated DIO background value over an ensemble of 1000 toy experiments is consistent with the (input) central value from the GEANT4 [image: ]simulation, and has an average statistical uncertainty of 0.06 events.
[bookmark: _Ref265057863]Figure 3.20 Expected change in the DIO and CE yields for the nominal momentum signal window. The changes corresponding to an uncertainty of 100 keV/c on the momentum scale are illustrated.
The DIO background self-calibration strategy relies on accurate estimates of the DIO spectrum shape, the experimental distortions to that spectrum coming from momentum resolution and acceptance, and the backgrounds to that spectrum.  Preliminary studies show that in-situ measurements of the momentum resolution function performed with electrons produced from cosmic rays, combined with Monte Carlo estimates of the acceptance dependence on momentum, are adequate for estimating the DIO background with a precision comparable to the theoretical error (0.04 events). This self-calibration method can also provide an estimate of the absolute acceptance × efficiency.  Further [image: ]studies are needed to understand the full systematic uncertainties implied by this method.
[bookmark: _Ref265058223]Figure 3.21 Expected change in the DIO and CE yields for a momentum signal window that has been shifted up by 100 keV/c. The changes corresponding to an uncertainty of 100 keV/c on the momentum scale are illustrated.
Uncertainties in the accidental hit rate
Many of the processes that contribute accidental hits in the tracker have large uncertainties in either the rate or spectrum. To obtain robust estimates of the DIO background, we must evaluate the tracker performance for a reasonable range of those uncertainties. 

Figure 3.23 shows the response of the track reconstruction to coherent increases (and decreases) in the rate of all the processes that contribute accidental tracker hits. The scale factor  ‘0’ corresponds to no accidental hits (ie. just the CE without the overlay of a mixed event), and ‘1’ corresponds to the nominal accidental hit rates in the tracker, as shown in Figure 3.11.  The upper plot of Figure 3.23 shows the decrease in the CE track reconstruction efficiency as the rate of accidental hits is scaled.  The efficiency response is roughly linear, with a loss of 0.7% absolute efficiency for each unit factor in the accidental hit rate. The lower plot shows how the momentum resolution parameters vary with the rate of accidental hits in the tracker. The parameters are extracted from a fit to the momentum resolution, as depicted in Figure 3.14. Both the core resolution and the resolution tails are seen to be constant within uncertainties over the range of accidental hit rates explored.
[bookmark: _Ref265058494][image: ]Figure 3.22 Nine toy Mu2e experiments, based on GEANT4 simulations assuming for Re=10-16, each with the full expected Mu2e statistics.  The blue histogram is from DIO, the red from CE events. The DIO spectrum in the range 100 MeV/c < p < 102.5 MeV/c is fit to a polynomial, and extrapolated into the signal window to estimate the DIO background.

The coherent scaling of the tracker hit rates depicted in Figure 3.23 is an overly conservative thing to do since the various processes contributing the accidental hits have independent sources of uncertainty that affect the track reconstruction performance in differing ways. To quantify the effect of these uncertainties on the DIO background yield and CE acceptance, we perform dedicated simulation studies, where the rate of each individual physical source accidental hits is varied within its uncertainties.  For instance, the rate of neutrons produced in muon capture in aluminum was measured to be 1.26  0.06 [49]. The spectrum of those neutrons however is uncertain, and we have evaluated several possible spectra to understand the range of accidental hit rates induced by those neutrons, finding a variation of < 20%. In addition, the process by which neutrons produced in muon capture result in a tracker hits relies on the GEANT4 modeling of neutron interactions. Different models of neutron interactions are known to predict neutron capture rates that differ by less than a factor of two [50].  Consequently, we estimate the uncertainty associated with the neutron-induced accidental hits by simulating CE reconstruction with the neutron-induced hit rate increased by a factor of two.

Similarly, we have propagated the effect of uncertainties in the energy spectra and rates of photons and protons emitted following muon capture on Al.  The photon spectrum and rate is well measured [21], and the proton rate and spectrum doesn’t have a large impact on track reconstruction, as the hits from protons are mostly eliminated early in the tracker hit selection. We assume a 100% uncertainty in the rate of accidental hits induced from muons that stop outside the aluminum target. The results of the individual scaling tests are shown in Figure 3.24.  The background process being scaled and the scaling factor used are listed on the x axis.  The top plot shows the impact on the CE acceptance × efficiency, the bottom the impact on the momentum resolution parameters.  No change is seen on the momentum resolution due to these changes in accidental hit rates. The change in CE efficiency is assessed as a systematic uncertainty as recorded in Table 3.2.

We note that the AlCap experiment [51] at PSI, a collaboration which includes Mu2e members, is studying the rate and energy spectrum of particles produced in the nuclear capture of muons on aluminum. This experiment was designed to greatly improve our understanding of the processes relevant to Mu2e, in time to be useful for Mu2e analysis.  The proton, neutron, and photon spectra and rates measured by AlCap will constrain the uncertainties affecting the estimated rates of accidental hits, which will reduce the systematic uncertainties shown in Table 3.2.

[bookmark: _Ref265068762]The nominal Mu2e simulation assumes 100% of the straws are functioning.  The tracker requirements [52] allow up to one station’s worth of dead straws during normal operation, due to the sum of all potential causes of straw inefficiency. We model the degraded tracker by disabling the hit reconstruction for all the straws in a randomly-selected single plane (6 sectors), which simulates the effect of a major gas leak. We also disable 576 randomly-selected straws throughout the rest of the tracker, to simulate electronics failure or inefficiency. Figure 3.24 also shows the effect of simulating the ‘degraded’ tracker on the CE efficiency and resolution.  The change in CE efficiency is assessed as a systematic uncertainty as recorded in Table 3.2.
[bookmark: _Ref265069093][image: ]Figure 3.23 Changes to the track reconstruction efficiency (top) and resolution (bottom) as a function of the rate of accidental (background) hits in the tracker. A factor of ‘1’ corresponds to the nominal accidental rates expected for Mu2e and used to construct the mixed events (cf. 3.5.1), while ‘0’ corresponds to no additional activity and ‘2’ corresponds to twice the nominal rate of accidental hits. The resolutions in the bottom plot are determined from a fit to a crystal ball function as shown in Figure 3.14.
Uncertainties due to variations of the magnetic field
The specifications of the Mu2e solenoids allow for up to 5% variations in the absolute field, as well as variations in the gradient regions, due to fabrication tolerances associated with the conductor geometry and with the placement of the coils. To evaluate the impact of these variations, we calculated 100 alternate field maps by randomly sampling each of the relevant fabrication tolerances. Additional field maps were calculated assuming particular systematic effects (e.g. assuming the conductor was systematically wider or thicker than nominal, but still within specifications). Among these many alternate field maps, those that gave the largest excursions from the nominal field were identified. The standard CE simulation and reconstruction was performed using these alternate field maps, and the CE acceptance × efficiency was evaluated under those conditions.  No significant change in the CE acceptance or resolution was observed, within the statistical limits of the test (1% relative).  We conclude that possible variations in the magnetic field will not impact the reconstruction, provided the magnetic field is accurately mapped.
[image: ]
[bookmark: _Ref265073230]Figure 3.24 Changes to the track reconstruction efficiency (top) and resolution (bottom) for variations in the accidental hit rate induced by various underlying processes. The effect of simulated a ‘degraded’ tracker is also shown.
[bookmark: _Ref265075339]Table 3.2 Summary of systematic uncertainties on the DIO background yield and the conversion electron (CE) single-event-sensitivity. These were quantified using the methodologies described in the text.

	Effect
	Uncertainty in DIO background yield
	Uncertainty in CE single-event-sensitivity (×10-17)

	MC Statistics
	±0.02
	±0.07

	Theoretical Uncertainty
	±0.04
	-

	Tracker Acceptance
	±0.002
	±0.03

	Reconstruction Efficiency
	±0.01
	±0.15

	Momentum Scale
	+0.09, -0.06
	±0.07

	-bunch Intensity Variation
	±0.007
	±0.1

	Beam Flash Uncertainty
	±0.011
	±0.17

	-capture Proton Uncertainty
	±0.01
	±0.016

	-capture Neutron Uncertainty
	±0.006
	±0.093

	-capture Photon Uncertainty
	±0.002
	±0.028

	Out-Of-Target  Stops
	±0.004
	±0.055

	Degraded Tracker
	-0.013
	+0.191

	Total (in quadrature)
	+0.10, -0.08
	+0.35, -0.29


Results


Using the detailed simulation, reconstruction, and selection described in Section 3.5 and assuming the nominal 3.6×1020 protons on target, the DIO background yield and CE acceptance have been estimated. For nominal conditions the predicted DIO background yield is 0.22 ± 0.03, and the CE SES is (2.6 ± 0.07)×10-17, where the uncertainties are statistical only. Correcting for the predicted electron particle ID (PID) efficiency (96%), the dead time due to the Cosmic Ray Veto rejection (4.5%), and including the systematic uncertainties described above and summarized in Table 3.2, we arrive at a final prediction of  DIO events, and a CE single-event-sensitivity of , where the first error is statistical and the second is systematic. Several strategies for improving the reconstruction algorithms and analysis techniques that should reduce the DIO background, improve the sensitivity, and reduce the uncertainties in future, have been discussed and are being pursued.
[bookmark: _Ref265089522]Pion-Capture Background Yields
Pions that survive to arrive at the aluminum stopping target during the delayed live gate can potentially give rise to a large background from the [image: ] process.  This radiative pion capture (RPC) process occurs promptly as the pion stops in the aluminum.  Since the pion lifetime (26 ns) is short relative to the lifetime of muons captured on aluminum (864 ns), these backgrounds can be suppressed by delivering a pulsed proton beam, minimizing the tails of the proton bunch, eliminating out-of-time protons, and by employing a delayed live gate.  In combination these mitigations achieve a suppression of about 17 orders of magnitude. 

Backgrounds from the [image: ] process come from two sources, which we will refer to collectively as “RPC” background:

· radiative processes where the stopped pion is captured by the Al nucleus and radiates an on-shell photon γ, which then undergoes external electron-positron pair production, and
· internal conversion processes, where a virtual photon γ* is emitted upon pion capture, internally converting to an electron-positron pair.

The resulting electron will contribute as background if it is reconstructed within the delayed live gate and with a momentum that lies within the chosen signal region of the analysis. In contrast to the internal-conversion process, the background contribution from the radiative process is driven by the amount of material that can induce the external electron-positron pair conversion.  Thus, the theoretical descriptions for each of the pion-capture sources are largely independent of one another and we treat them separately.

Because the final state X is not unique but can assume any number of nuclidic states, the radiated photon energy is not monochromatic, but rather follows a spectrum that must be predicted or measured.  The radiated photon energy spectrum for pion capture on aluminum has never been measured. Instead we use the measured photon energy spectrum for pion capture on magnesium [24], which is not expected to significantly differ from the aluminum spectrum. The rate of radiative captures is measured on a wide range of nuclei and is (2.15 ± 0.20)% for pion captures on magnesium, which is the assumed RPC rate for aluminum.

The theoretical framework for internal conversions has been presented in References [53][54]. The relevant quantity is the conversion coefficient, which is expressed as a double-differential quantity with respect to the virtual photon mass and the energy asymmetry of the produced electron-positron pair. The coefficient depends on two parameters, the mass of the nuclear final state X and the virtual photon energy, the latter of which is assumed to follow the same distribution as for the radiative process described in the previous paragraph.  The internal-conversion background is normalized to the radiative process by the integrated internal conversion coefficient, which is on the order of the fine structure constant  (approximately 0.007).
A full description of the methodology used to estimate the RPC background is presented in [55]. To summarize, we begin by simulating 8 GeV protons interacting in the production target to produce many particles, including negatively charged pions, which are propagated down the transport solenoid to the aluminum stopping target. We record the stop time and stop position for all pions stopped in the aluminum target. To make more efficient use of computing resources, the pion lifetime is set to infinity. We record the proper time for each pion and use it to accurately take into account the finite pion lifetime by applying appropriate event weights. The stopped-pion stop times and stop positions are used to seed the next stage of the simulation, which tracks the final state photons from radiative processes and the final state electron-positron pairs from the internal conversion processes through the Mu2e detector volume. The radiative and internal-conversion processes are simulated separately. 

For the radiative process, the photons are isotropically produced with an energy spectrum randomly sampled from the measured spectrum of Reference [24] and with the creation time and position randomly sampled from the stopped-pion stop time and position distributions. The random sampling properly accounts for the correlations between stop time and stop position. The internal-conversion e+e- pairs are simulated similarly except that their initial momenta are randomly sampled using the double-differential formula of [54]. In each case the final state particles are then propagated through the detector solenoid region using GEANT4, including the full detector simulation and the beam-related occupancies. The reconstruction software performs pattern recognition and track fitting using this hit-level information as input. The RPC background yield is estimated using the tracks surviving the selection requirements described in Section 3.5.3 and accounting for the finite pion lifetime as described above. The contributions from the radiative and internal-conversion processes are summed.

The stopped-pion stop-time distribution depends on the arrival-time distribution of the protons at the production target in the initial simulation stage. Two contributions are considered: an “in-time” contribution corresponding to protons that arrive at the production target as part of the 1695 ns micropulse structure, and an “out-of-time” contribution corresponding to protons that arrive at the production target in between the micropulses. For the in-time component, the proton arrival-time distribution is taken from the average expected proton pulse shape derived from detailed beamline simulations, while the normalization is taken to be 3.6 x 1020 protons on target. For the out-of-time component, the proton arrival time distribution is taken to be uniformly distributed between 0 and 1695 ns, while the normalization is taken to be (3.6 x 1020)e, where e is the extinction, defined to be the ratio of out-of-time protons to the total number of protons. Variations of the proton arrival-time distributions are included in the systematic uncertainties as discussed below.
The in-time contribution to the RPC background as a function of the start of the live gate is shown in Figure 3.25. We choose the start of the live gate so that this in-time contribution is well below 0.1 events.  The out-of-time contribution is then calculated as a function of the extinction for that same live gate window.  We specify an extinction requirement so that the out-of-time contribution to the RPC background is no larger than the in-time contribution. For a livegate of 700 < t0 < 1695 ns the RPC background is [image: ] for 3.6 x 1020 protons on target.  The relative contributions from radiative and internal-conversion processes are 51% and 49%, respectively. The statistical uncertainty on the background estimate is 13% while the total systematic uncertainty is 21% as described below. Assuming an extinction of 10-10, the RPC background is 0.023 ± 0.006 where the statistical and systematic uncertainties have been combined in quadrature. Pion-capture contributions from antiproton interactions are estimated as described in Section 3.6.4 and have not been included here so as to avoid double-counting.
[bookmark: _Ref265088183][image: ]Figure 3.25 Reconstructed t0 distribution of electrons from the pion-capture processes. The track selection criteria described in Section 3.5.3 have been required (except for the livegate cut).  The figure is normalized to 3.6 x 1020 protons on target.
Systematic uncertainties
The systematic uncertainty was assessed by quantifying the change in the RPC background estimate for a given variation in the input parameters or assumptions. The simulation was rerun using a different proton pulse time distribution, corresponding to a shape with maximum pulse width; the change in yields was 10%, which is assigned as a systematic uncertainty.  For the internal-conversion subsample, a systematic uncertainty of 5.5% is assigned for variations in the assumed internal conversion coefficient, based on a range of measurements and theoretical predictions.  In addition, even though the deviation of the virtual photon energy spectrum from the radiative spectrum is expected to be slight, we replaced the spectrum with a uniform distribution, normalized to the same area as the sampled on-shell distribution.  The change in internal-conversion backgrounds is on the order of 30%, which we assign as a conservative systematic uncertainty.  An overall RPC rate uncertainty of 9.3% is also assumed based on the measurement uncertainty from Reference [24].  The overall systematic uncertainty is thus 21%.
Muon-capture Background yields
Whereas the ordinary muon capture process [image: ] enters as the denominator in the conversion rate Re, the radiative muon capture (RMC) process [image: ] can produce background contributions in a way similar to the RPC backgrounds discussed in Section 3.6.2. Backgrounds from RMC processes result from intrinsic physics interactions and cannot necessarily be effectively mitigated by components external to the stopping target.  The choice of stopping target material is thus important. In particular, if the daughter nucleus is sufficiently high in mass, the kinematic endpoint of RMC photons can be significantly separated from the DIO endpoint, thus removing a potentially large source of background. The kinematic endpoint for on-shell photons is determined by the expression

kmax = mµc2 - |Eb| - Erecoil – ΔM

where Eb is the binding energy of a muon on Al (0.47 MeV), Erecoil is the recoil of the Mg daughter nucleus (0.21 MeV), and ΔM is the nuclear mass difference of Mg and Al (3.11 MeV).  For the muon mass of 105.66 MeV, the maximum kinetic energy the photon can acquire is 101.9 MeV, which is roughly 3 MeV lower than the DIO endpoint.  Electrons from radiative muon capture are thus unlikely to be a major source of background, given the estimated momentum resolution (cf. Section 3.5.4).  

Any potential RMC contributions originate from both external and internal (virtual) photon conversion to an e+e- pair.  Although theoretical descriptions of the process exist for electron-positron pair production from on-shell photons [56][57][58], none exist for the internal-conversion process. We thus do not explicitly simulate the internal RMC conversion process but assume that its contribution equals that of external e+e- pair production (as is the case for the RPC background discussed in Section 3.6.2).  References [59] and [60] provide the measured RMC photon energy spectrum for aluminum. The spectrum is fitted to a functional form motivated by the closure approximation [56][57][58]:

[image: ]

where x is the Eγ / kmax, and N is a normalization factor that ensures the integral from 57 MeV to the kinematic endpoint equals the overall RMC rate measurement of (1.43 ± 0.15)×10-5, normalized relative to the ordinary muon capture rate [59]. The value of kmax is treated as a parameter to be varied in the fit. Even though the formal kinematic endpoint for photons is 101.9 MeV for Al, the measured endpoint is 90 ± 2 MeV; results statistically consistent with 90 MeV are obtained for a variety of elements [59] [60].

Assuming the 90 MeV endpoint, the background yields from RMC are inconsequential as the probability to mis-reconstruct a corresponding track with a momentum that lies within the signal region of 103.75 to 105 MeV/c is negligible. The assumed statistical uncertainty is 0 on this background yield.  To be conservative, however, we estimate the RMC background assuming the closure approximation expression can be used with an endpoint value of 101.9 MeV, although we acknowledge such an assumption is inconsistent with the measured data of Reference [59]. 

The simulation procedure is very similar to that used for the RPCs, described in Section 3.6.2. A collection of stopped muons is sampled to obtain creation positions and times for RMC photons.  As in the RPC case, the sampling accounts for correlations in muon stop time and stop position.  The conversion of photons into electron-positron pairs in the detector solenoid region is performed by GEANT4, including the full detector simulation and beam-related occupancies, the entire track reconstruction chain, and the track selection requirements of Section 3.5.3 are applied. In contrast to the RPC background, only in-time proton contributions are relevant for RMC background contributions.
  

For a livegate of 700 < t0 < 1695 ns the on-shell photon RMC background is estimated to be roughly 2×10-3, normalized to 3.6×1020 protons on target. Assuming internal-conversion contributions are equivalent to the on-shell background, the total RMC background is estimated to be 4×10-3. We use this value as an extremely conservative estimate of the systematic uncertainty associated with the RMC background yield.  For the central RMC background yield, we use the 90 MeV kinematic endpoint, as supported by experimental measurement, which gives a null background result.  The 101.9 MeV kinematic endpoint background estimate of 4×10-3 is used to assign a systematic uncertainty.  Due to the small central value, we do not consider any further systematic uncertainties.  The RMC background estimate is thus 
[bookmark: _Ref265137137]Antiproton-induced Background Yields
The 8 GeV kinetic energy protons are above the production energy threshold for antiprotons that are a serious background in Mu2e. Antiproton-induced backgrounds arise because:
· Antiprotons do not decay and carry a negative electric charge. Those with momenta less than 100 MeV/c can propagate through the Transport Solenoid and reach the stopping target.
· Antiprotons with momenta less than 100 MeV/c travel slowly, with speeds less than 0.1c; they spiral slowly through the Transport Solenoid and can take up to several micro-seconds to reach the Detector Solenoid. Consequently the expected flux of antiprotons at the stopping target is nearly constant in time so that the delayed live gate and the extinction systems do not effectively mitigate the resulting backgrounds.
· Antiprotons will annihilate on nuclei, releasing significant energy and producing a significant number of secondary particles. These secondaries can include electrons themselves, or they can produce electrons in tertiary interactions such as capture or decay.

The most effective mitigation against antiproton-induced backgrounds is to limit the number of antiprotons reaching the stopping target region. This is accomplished by placing thin absorbers upstream in the Transport Solenoid. The absorbers are kept thin, so as to minimize the number of muons lost.  With the absorbers in place, there are two major sources of background from antiprotons: 

· Antiprotons enter the Detector Solenoid and annihilate in the stopping target to produce secondary particles, including π0, π- that can produce background electrons with energy around 105 MeV.
· Antiprotons annihilate in the thin absorbers or somewhere else in the Transport Solenoid and produce secondary particles, some of which can propagate through the Transport Solenoid and reach the stopping target. Of particular note are π- since they will produce background electrons via pion-capture as discussed in Section 3.6.2.  However, in this instance the delayed live gate is not as effective in reducing the pion-capture background events because the pions typically arrive late at the stopping target due to the slowly traveling parent antiproton. 

A large-scale simulation based on the GEANT4 framework is used to study the background from antiprotons. Several improvements in the methodology, relative to that employed for the Conceptual Design Report (CDR), have been implemented. In particular, by artificially increasing the antiproton production cross section in the simulation and by employing the staged approach and re-sampling techniques described in Section 3.5.1 we were able to significantly increase the statistics of the sample. In addition the modeling of antiproton production and annihilation were significantly improved in GEANT [61][62].

The simulation begins by modeling 8 GeV protons interacting in the production target to produce antiprotons. The FTFP physics list was used with modifications that artificially increased the antiproton production cross-section without changing the momentum or angular distributions of the resulting antiprotons [63]. The GEANT4 predicted differential cross section is compared to published results for a variety of targets and incident proton energies in Figure 3.26. These comparisons were used to normalize the GEANT4 predicted total cross section to the experimental data [61][64].  The final sample of antiproton-induced particles at the entrance to the DS, from which the background yield is estimated, corresponds to 3.6x1020 protons on target. These particles are tracked through the volume of the DS and reconstructed (cf. Section 3.5) and the selection criteria of Section 3.5.3 are required.
[bookmark: _Ref277427631][image: ]Figure 3.26. The GEANT4 predicted differential production cross-section for antiprotons is compared with experimental data points (left). These comparisons are used to form bin-by-bin corrections. On the right, the GEANT4 predicted distribution of antiproton momentum at the production vertex is shown before (dashed line) and after (solid line) the corrections have been applied. The shaded area represents a 50% uncertainty, which is the quadrature sum of the experimental uncertainties and uncertainties associated with the correction procedure.
Using a single antiproton absorber in the middle of the TS, as was initially proposed in the CDR, yields an estimated background of about 0.5 events, which is about five times larger than the previous study. The difference is understood to come primarily from two effects. Firstly, the new antiproton production model predicts a larger number of high momentum antiprotons (p > 1 GeV/c).  Secondly, there is a significant contribution from antiprotons produced in the forward direction at the production target that interact and backscatter into the acceptance of the TS.  The probability for this to occur is quite small (~10-12) and the previous simulations, which used weighted events, did not have enough statistics to observe this effect.  The small transport probability is offset by the much larger forward-production cross-section.  This is demonstrated in Figure 3.27. From this Figure the contribution from backward produced antiprotons is also clear, where the smaller backward-production cross-section is compensated by the larger transport probability (~10-6).  
[bookmark: _Ref265139872][image: Screen shot 2014-02-26 at 10.38.02 AM.png]Figure 3.27 Scatter plots of the antiproton direction () relative to the incoming proton direction and momentum at production (left) and, for those that survive, at the entrance of the DS (right). Here, only a single absorber window at the center of the TS was employed.
To reduce the background caused by antiprotons to an acceptable level, several modifications are made to the TS beamline:

· A thin absorber (350 m kapton) is placed at the entrance to the TS. 
· An arc shaped absorber (200 mm long, 30 mm thick carbon covering 140o in azimuth) is placed at the bottom of the first TS collimator along the inner radius. 
· The thickness of the original absorber at the center of the TS is increased (+80 m kapton).

By placing an absorber further upstream in the TS, most of the antiprotons are annihilated earlier than in the original design, so that the resulting π- either decay en-route to the DS or reach the stopping target more quickly so that the delayed live gate is more effective at discriminating against them. The arc shaped absorber is designed to absorb most of the high momentum antiprotons while minimally affecting the yield of muons stopping in the aluminum stopping target. The increased thickness of the original absorber removes antiprotons that scatter in the first absorber but are not annihilated.

The shape, thickness and position of the new absorbers were optimized to eliminate antiprotons while minimally affecting muons. These modifications reduce the antiproton-induced background by about a factor of 10 while reducing the yield of stopped-muons by only 7%. The effect of these additional absorbers has been included in all the background yield and CE single-event-sensitivity estimates presented in this report. 
The final parameters and material choice for these absorbers is still being investigated as we continue to consider fabrication, installation, and operational maintenance issues.

Including the modifications to the TS beamline, and using a full simulation and reconstruction, the total antiproton-induced background for the selection criteria of Section 3.5.3 is 0.047 ± 0.024 events, where the uncertainty is the quadrature sum of the statistical (3%) and the systematic uncertainty (50%, described below). This total includes contributions from antiprotons that survive and annihilate in the stopping target (0.022), pion-captures in the stopping target originating from pions produced in antiproton annhilations upstream in the TS (0.021), and high energy electrons produced in upstream antiproton annihilations that scatter in the stopping target and are reconstructed (0.005).

The systematic uncertainty is dominated by uncertainties in the antiproton production cross section.  The experimental data used to normalize the GEANT4 prediction has an uncertainty of about 35%. In addition, the normalization was applied as a single scale factor. Comparisons of differential cross sections between data and the normalized simulation show residual discrepancies at the level of about 35%, which is assigned as an additional systematic uncertainty.  Adding these in quadrature gives a total systematic uncertainty of 50%.
Muon Decay-in-flight Background Yield
While the kinematic endpoint of the electron spectrum from free muon decay is well below the 105 MeV expected for conversion electrons, in-flight muon decays can boost the energy of the resulting electron into the signal region.  For example, a muon moving at 0.6c  (approximately 79 MeV/c) can produce electrons at 105.6 MeV. 

We define the muon decay-in-flight (-DIF) background to correspond to those electrons that originate from muons decaying inside the volume of the DS. Muon decays upstream of the DS are included in the beam electron background discussed in Section 3.6.7. The estimate is made starting with the standard simulation sample discussed in Section 3.5.1 and corresponding to 2.08 x 109 protons on target. Muons that survive into the DS have their arrival times, arrival positions, and momenta saved. We re-sample this saved sample by randomizing the decay to make a large sample of  e decays in the DS volume. In order to significantly reduce the amount of cpu-time required to make the estimate, approximations are made that systematically overestimate the background. We separately calculate the contribution to this background from in-time protons and out-of-time protons.

[image: ]Figure 3.28 - Figure 3.30 show the momentum, arrival time, and average momentum versus arrival time for muons surviving to the DS.  One can see that while muons continue to arrive at the DS during the observation period, their typical momentum drops with time, so that a smaller fraction of them will be energetic enough to produce a background electron. The sample contains no muons with an arrival time t0 > 700 ns and with a momentum large enough to create a background electron (p > 75 MeV/c).  Therefore we set an upper limit on the number of background electrons from -DIF from in-time protons using t0 > 200 ns and extrapolate to later times.

[bookmark: _Ref265159232]Figure 3.28 The momentum distribution of all muons surviving to the DS volume.
To extrapolate from the 200 ns start time to later times we use a dedicated simulation sample, where muon decay is turned off, and only energetic (p >68 MeV/c) muons are tracked.  A total of 2.4 x 1010 protons on target have been simulated with these settings. The proton pulse time profile was not applied to the dedicated sample:  all protons hit the target at t=0. The arrival time of muons in this sample, weighted by their survival probability, is shown in Figure 3.31. The distribution drops by approximately 2 orders of magnitude every 50 ns in the region where we have events. Assuming that this trend continues we expect the yield of background electrons from -DIF from in-time protons to be < 10-3 for t0 > 450 ns, and to be negligible during the signal search window.
[image: ][image: ]Figure 3.29 The arrival time (ns) distribution for all muons surviving to the DS volume.
[bookmark: _Ref265159292][bookmark: _Ref267084196]Figure 3.30 A profile plot of the average momentum (MeV/c) as a function of the arrival time (ns) for all muons surviving to the DS volume.
[bookmark: _Ref265159971]
[bookmark: _Ref277427693][image: ]Figure 3.31. Arrival time of muons with p > 68 MeV/c at the upstream end of the DS. The protons at the production target were all generated at t=0. This plot is used to extrapolate the yield of energetic muons to larger times.
We separately estimate the background yield from in-flight decays of muons produced by out-of-time protons surviving the extinction channel. Using the procedure described above, but with the t0 requirement removed, we estimate 9 x 10-14 background-like electrons per out-of-time proton-on-target. Assuming an extinction of 10-10 this yields an upper limit of 0.003 background electrons from -DIF from out-of-time protons. 

Summing the two contributions gives a total -DIF background yield of < 0.003 events.
Pion Decay-in-flight Background Yield
The two-body  → e decay produces electrons with approximately 70 MeV/c momentum.  Electrons from in-flight pion decay can be boosted to higher momentum and create background in Mu2e.   For example a pion with momentum of about 58 MeV/c can decay to produce a 105 MeV/c electron.

We define the pion decay-in-flight (-DIF) background to correspond to those electrons that originate from pions decaying inside the volume of the DS. Pion decays upstream of the DS are included in the beam electron background discussed in Section 3.6.7. The estimate is made starting with a simulation sample corresponding to 5 x 109 protons on target with pion decays disabled. The proper time of the pions is recorded and used to weight candidate background electrons by the survival probability of their parent pion. 

Due to the short pion lifetime, the yield of background electrons from decay in flight of pions that originate from in-time protons is significantly suppressed by the delayed live gate. To estimate the contribution from the in-time protons, the momentum vector of pions surviving to the DS is used to calculate the kinematics of daughter electrons assuming a two-body edecay. Electrons surviving relaxed requirements on MC truth quantities are summed after accounting for the parent pion survival probability and the     → e branching fraction.  The expected number of candidate background electrons from -DIF originating from in-time protons is estimated to be less than 10-5 for t > 400 ns and is negligible for t > 700 ns.

The yield of background electrons from decay in flight pions originating from out-of-time protons is estimated using a full simulation. The sample uses pions that survive to the DS volume and are forced to decay via the  → e channel. Using the standard track reconstruction and selection criteria (cf. Section 3.5) and correcting for the survival probability of the parent pion and the  → e branching fraction, the expected yield of electrons from -DIF originating from out-of-time protons is 0.0011 ± 0.0001 assuming a beam extinction of 10-10, where the uncertainty arises from the limited statistics of the simulation sample.

Summing the two contributions gives a total -DIF background yield of 0.001 events.
[bookmark: _Ref265201080]Beam Electron Background Yield
Electrons produced in the Production and Transport Solenoids are a potential source of background.  These beam electrons can be produced in the production target, primarily through 0 production followed by conversion of the decay photons.  They can also be produced by decays or interactions of beam particles anywhere upstream of the muon stopping target. Electrons produced from upstream antiproton annihilations are included in the estimate of Section 3.6.4 and are excluded here to avoid double-counting them.

The principal means of mitigating backgrounds from beam electrons are twofold. The collimators in the Transport Solenoid are designed to suppress the transport of particles with momenta above 100 MeV/c and the magnetic field in the upstream section of the Detector Solenoid is graded, which trades pT for pz and pitches forward particles entering the DS from the beamline (i.e. towards smaller ). The graded field in the upstream portion of the DS is designed to pitch forward beam particles so that they fall outside the acceptable pitch range specified in Section 3.5.3 provided the particle does not scatter in the stopping target. 

To estimate the background from beam electrons we begin with the output of the stage 2 simulation sample discussed in Section 3.5.1.  The secondary particles were transported through the muon beamline to the entrance of the DS, with all physics processes enabled.  High momentum electrons arrive within 200 ns of protons striking the production target, which is much earlier than the start of the delayed live gate. For [image: ] simulated protons on target, there are only 165 high energy electrons (p > 95 MeV/c) entering the DS. The angular distribution of beam electrons is concentrated at small angles with respect to the detector axis, as is illustrated in Figure 3.32. Consequently, the electrons must undergo a large-angle scatter in materials upstream of the tracker in order to satisfy the pitch angle criteria of Section 3.5.3. 
[bookmark: _Ref265206251][image: ]Figure 3.32 Distribution of cos() for high-momentum electrons (p > 95 MeV/c) entering the DS. Note that our selection criteria require 45o < < 60o, corresponding to 0.500 < cos() < 0.707.
To estimate how often beam electrons will experience a large-angle scatter, a dedicated simulation was performed. The high momentum electrons arriving at the DS from the stage 2 simulation were resampled using a kernel density function approach. Each high momentum electron is replaced by a “cloud” of 1000 electrons whose position, energy, and direction were randomized according to probability distribution functions (PDF) determined from fits to the original sample. The resulting dataset is passed through the GEANT4 simulation 100 times, varying the random number seed, to accumulate the rare large-angle scattering events. Electrons that intersect the geometric volume of the tracker were recorded. This dedicated simulation sample corresponded to 2.2 x 1014 protons on target and yielded 16 electrons that intersected the tracker with momentum 100 < p < 110 MeV/c and pitch 0.4 < pz/p < 0.7.  All high momentum electrons arrived at the DS within 150 ns after their parent proton hit the production target.  Thus, the delayed live gate completely eliminates this background for beam electrons originating from in-time protons. Out-of-time protons can, however, produce beam electrons in the delayed live gate, but these are suppressed by the extinction channel. For 3.6 x 1020 protons on target and an extinction of 10-10, the beam-electron background yield is estimated to be (2.6 ± 1.4) x 10-3, where the uncertainty includes statistical (25%) and systematic (50%) contributions added in quadrature. The systematic uncertainty was determined by varying the fit used to determine the PDF for the kernel density re-sampling, repeating the simulation, and recalculating the background. The full scale of the observed variations relative to the nominal background estimate (±50%) is assigned as the systematic uncertainty. 
Cosmic Ray Induced Background Yield
Backgrounds from cosmic ray interaction or decay are a potentially limiting background and must therefore be vetoed using detectors that cover a large portion of the solid angle around the Detector Solenoid and a portion of the Transport Solenoid (the Cosmic Ray Veto system, CRV, is discussed in Section 10). These detectors must perform with high efficiency despite a hostile environment that includes a large flux of neutrons emanating from the muon stopping target, muon beam stop, the production target, and the TS collimators.  Note that the cosmic ray background scales with live running time rather than with the number of protons on target. 

Cosmic rays can induce background through a number of mechanisms, including

· Muon decay in the Detector Solenoid.
· Muon interactions in the stopping target, proton absorber, tracker, calorimeter, or other nearby material that produces electrons.
· Muons that enter the Detector Solenoid, scatter in the stopping target and are misidentified as electrons.
· Muons at shallow angles that enter the Transport Solenoid, scatter in a collimator, and produce electrons or traverse the DS and are misidentified as electrons.

Simulation studies were done to determine the various types of backgrounds induced by cosmic-ray muons, the required coverage and efficiency of the CRV, and the required calorimeter particle-identification efficiency in rejecting events that mimic conversion electrons. 

Two types of simulations have been done: a “general” simulation, in which cosmic rays are generated over the entire DS and TS regions, and “targeted” simulations, in which the cosmic rays are generated within a limited phase space in order to target specific regions of limited CRV coverage with high statistics. These regions include the start of the CRV in the middle of the TS, and the DS-upstream and DS-downstream sections of the CRV.  

Only the muon component of the cosmic-ray flux is simulated. The energy spectrum and angular distribution is based on the Daya Bay code [66]. The Daya Bay predictions are found to agree to within 20% when compared to the predictions of the CRY [67] generator and to data [68]. The 20% is assigned as a systematic uncertainty.
General Simulation 
In the general simulation the cosmic-ray muons are generated uniformly in a horizontal production plane centered at the middle of the tracker. They are propagated from the surface plane above the detector hall to the tracker. The GEANT4 detector simulation and reconstruction algorithms described in Section 3.5 are employed. We record tracks surviving the track selection criteria of Section 3.5.3 with an extended momentum window 100 < p < 110 MeV/c in order to increase statistics. Note that the acceptance of the tracker is relatively uniform over this range of momenta, so a simple scaling, based on the ratio of the widths of the relevant momentum windows, can be applied to estimate the final background yield.

By default the track reconstruction algorithm performs pattern recognition assuming an electron traveling in the downstream direction (ie. away from the stopping target towards the calorimeter). The simulation reveals a special class of background events that originate with muons that enter the tracker from the downstream end of the DS, – for example, after scattering in the calorimeter - move upstream through the tracker toward the stopping target, get reflected by the graded magnetic field in the region of the stopping target, and then re-enter the tracker traveling in the downstream direction. An example of such an event is depicted in Figure 3.33. A large fraction of these events can be identified and removed by re-running the track reconstruction algorithm assuming an electron traveling in the upstream direction (ie. away from the calorimeter towards the stopping target). Events for which an upstream track is reconstructed are rejected. This selection is >99% efficient for conversion electrons satisfying the track selection criteria of Section 3.5.3.

About two-thirds of the surviving events are electrons with +, -, and e+ accounting for the other one-third. The application of the calorimeter and particle-identification criteria of Section 3.5.3 removes the non-electron tracks.  The e+ and + fail to satisfy the t requirement since they originate in the calorimeter and travel upstream through the tracker, the - fail the particle-identification likelihood-ratio requirement. 

A total of 27.909 billion cosmic-ray events were generated. This corresponds to a veto live time of 2.98 x 105 seconds, which is about 2% of the total veto live time [69]. Out of the generated events, 61,199 events could be reconstructed with a downstream electron hypothesis. Table 3.3 below lists the number of events surviving the various requirements. It also lists the types of particles responsible for the reconstructed tracks. The production processes and the production volumes of the events surviving the track selection criteria are shown in Figure 3.34.

[bookmark: _Ref388844629][bookmark: _Ref265221472][image: ] Figure 3.33 An event display from simulation showing a background candidate induced from a through-going cosmic ray that interacts in the calorimeter to create an electron. The electron, shown in red, first travels upstream, then gets reflected and travels downstream through the tracker. Both the upstream and downstream segments are reconstructed (light blue and dark blue). 

[bookmark: _Ref265222433]Table 3.3: Number of events surviving different requirements from the “general” simulation described in the text. The sample represents about 2% of the total veto live time. 
	
	Events
	e-
	e+
	-
	+
	-
	+

	Reconstructed as downstream-going e-
	61,199
	18,429
	3,766
	18,686
	20,316
	1
	1

	Survive track-selection criteria (100<p<110 MeV/c)
	441
	243
	23
	85
	90
	0
	0

	Veto events reconstructed as upstream-going e-
	201
	140
	4
	21
	33
	0
	0

	Survive calorimeter and particle-id criteria
	131
	131
	0
	0
	0
	0
	0



[bookmark: _Ref388844281][bookmark: _Ref267081128][image: ]Figure 3.34: Production processes (left) and production volumes (right) of the cosmic-ray muon induced particles that are reconstructed as downstream going electrons and surviving the track selection criteria of Section 3.5.3.
All of the surviving events (even excluding the calorimeter requirements) were induced by cosmic rays that traverse at least one of the CRV sections and can thus be vetoed. About 15% traverse more than one CRV section.

Assuming a CRV inefficiency of 10-4, scaling to the momentum window in Section 3.5.3, and normalizing to the full expected veto live time of Mu2e gives a total cosmic-ray induced background of 0.078 ± 0.017, where the uncertainty is the quadrature sum from the statistical (8%) and systematic (20%) uncertainties. 
Targeted simulations
The targeted simulations employ the same detector simulation and reconstruction algorithms as the general simulations, but begin with cosmic-rays generated over a limited phase-space so as to target regions of Mu2e with limited CRV coverage, where the 10-4 suppression from the veto does not apply. The purpose of these simulations is to identify potential sources of cosmic-ray induced background that may be under-represented in the general simulation sample described above because they occur with very small probability. Three separate targeted simulations are performed: cosmic rays incident on the y-z plane located at x = -104 mm (which sits at the opening of the CRV where it surrounds the middle of the TS), cosmic rays incident on the portion of the CRV located at the downstream end of the DS (CRV-D), and cosmic rays incident on the portion of the CRV located at the upstream end of the DS (CRV-U). Each of these targeted simulations corresponded to a veto live time of about 100% of the Mu2e expected veto live time.

The TS and CRV-U targeted samples yield 6 - that survive the track reconstruction selection criteria and are candidate background events. These are induced by very shallow angle cosmic rays that enter the TS and scatter in the collimator in the middle of the TS. None of them can be vetoed by the CRV. Scaling to the momentum window of Section 3.5.3 and to the expected Mu2e veto live time gives a background estimate of 0.77 events surviving the track selection criteria and upstream-veto. In the simulation none of the 6 events survive the calorimeter and particle-identification criteria. The expected muon rejection of these criteria is 200. 

After the application of all selection criteria these targeted simulations predict an additional cosmic-ray induced background of 0.004 ± 0.002 events, where the total uncertainty includes the statistical (41%) and systematic (20%) uncertainties added in quadrature.

The CRV-D targeted sample yields 1 primary + that survives the track reconstruction selection criteria and is a candidate background event. This cosmic ray enters in the lower half of the downstream DS, where, currently, there are no CRV modules. This event is rejected by the calorimeter and particle-identification requirements. As a consequence of this targeted simulation, we plan to extend the CRV coverage in this region so that events of this type will be additionally vetoed by the CRV. Assuming this additional CRV coverage, events like this contribute negligibly to the cosmic-ray induced background. 
Results
Summing over the results of the general and targeted simulations yields a total cosmic-ray induced background of 0.082 ± 0.018 events, assuming a CRV inefficiency of 10-4 (as required) and a particle identification muon-rejection factor of 200 (as required). The total uncertainty includes statistical (8%) and systematic (20%) uncertainties added in quadrature. 

It is important to note that Mu2e will be able to directly measure the cosmic-ray induced background using data collected when the beam is not being delivered.
Summary of Background Yields and Signal Sensitivity
The background estimates from this Chapter are summarized in Table 3.4. Using the selection criteria of Section 3.5.3 yields a total background estimate of 0.36 ± 0.10 events. The uncertainty includes contributions from the limited statistics available in the simulation samples used to make the estimates and contributions from systematic uncertainties that quantify the effect of various modeling uncertainties as discussed in the text. Some of these uncertainties will likely be reduced once measurements with data can be made.

The expected single-event sensitivity for a three-year run is [image: ] as set out in Table 3.5. We assume three-years worth of physics running at 2  107 seconds of running per year at an average beam power of 8 kW, corresponding to two batches of 4  1012 protons from the booster every 1.33 seconds. For planning purposes, the actual run duration is assumed to last an additional year – 4 years total – to accommodate calibration runs, cosmic-ray veto studies, and dedicated background runs.

[bookmark: _Ref265237870]Table 3.4 A summary of the estimated background yields using the selection criteria of Section 3.5.3. The total run time and corresponding number of protons on target are provided in Table 3.5. An extinction of 10-10, a cosmic ray veto inefficiency of 10-4, and particle-identification with a muon-rejection of 200 are used. ‘Intrinsic’ backgrounds are those that scale with the number of stopped muons, ‘Late Arriving’ backgrounds are those with a strong dependence on the achieved extinction, and ‘Miscellaneous’ backgrounds are those that don’t fall into the previous two categories.
	Category
	Background process
	Estimated yield
(events)

	Intrinsic
	Muon decay-in-orbit (DIO)
	0.199  0.092 

	
	Muon capture (RMC)
	
0.000

	
	
	

	Late Arriving
	Pion capture (RPC)
	0.023  0.006

	
	Muon decay-in-flight (-DIF)
	<0.003

	
	Pion decay-in-flight (-DIF)
	0.001  <0.001

	
	Beam electrons
	0.003  0.001

	
	
	

	Miscellaneous
	Antiproton induced
	0.047  0.024

	
	Cosmic ray induced
	0.082  0.018

	
	Total
	0.36  0.10



Relative to the sensitivity reported in the Mu2e Conceptual Design Report, the CE single-event sensitivity has improved by about a factor of two while keeping the background unchanged (within uncertainties). Most of the improvement is due to improvements in the reconstruction algorithms and to optimizations of detector material. It’s worth noting that this improvement was achieved in the face of adding realism to the detector simulations, which often degraded the sensitivity. Additional improvements can be expected, including using the calorimeter to seed the pattern recognition algorithm. Initial studies show that such an algorithm can add 5-10% (relative) efficiency to the total acceptance x efficiency after all selection criteria and that the combination of track reconstruction algorithms has an efficiency that is less dependent on the rate of accidental hits in the tracker. In addition, the two algorithms can be played-off of one another and together provide for a more efficient and more robust reconstruction. 


[bookmark: _Ref265237824]Table 3.5 The expected sensitivity for three years worth of physics running. The single-event sensitivity shown here is about a factor of two better than what was achieved for the CDR. This improvement is mostly due to improvements in the reconstruction algorithms and other minor optimizations. These improvements and optimizations will continue and the sensitivity is expected to reach the indicated goal.
	Parameter
	Value

	Physics run time @ 2  107 s/yr. 
	3 years

	Protons on target per year
	1.2 x 1020

	– stops in stopping target per proton on target
	0.0019

	– capture probability
	0.609

	Total acceptance x efficiency for the selection criteria of Section 3.5.3
	[image: ]

	Single-event sensitivity with Current Algorithms
	[image: ]

	Goal
	2.4  10–17


Summary of Physics Requirements
The physics requirements necessary to achieve the sensitivity estimated in Table 3.5 are detailed in [70] and are summarized here.

· To suppress prompt backgrounds from beam electrons, muon decay-in-flight, pion decay-in-flight and radiative pion capture requires a pulsed beam where the ratio of beam between pulses to the beam contained in a pulse is less than 10–10.  This ratio is defined as the beam extinction. The spacing between beam pulses should be about twice the lifetime of muonic aluminum (>864 ns) and the beam pulse should not be wider than 250 ns.
· In order to suppress backgrounds from decays of muons in atomic orbit in the stopping target, the reconstructed width of the conversion electron energy peak, including energy loss and resolution effects, should be on the order of 1 MeV FWHM or better with no significant high energy tails.
· In order to suppress backgrounds from beam electrons, the field in the upstream section of the Detector Solenoid must be graded so that the field decreases toward the downstream end. This graded field also serves to increase the acceptance for conversion electrons.
· Suppression of backgrounds from cosmic rays requires a veto surrounding the detector. The cosmic ray veto should be nearly hermetic on the top and sides in the region of the collimator at the entrance to the Detector Solenoid, the muon stopping target, tracker, and calorimeter. The overall efficiency of the cosmic ray veto should be 0.9999 or better.
· Suppression of long transit time backgrounds places requirements on the magnetic field in the Production Solenoid, the Detector Solenoid, and the straight sections of the Transport Solenoid. The Production Solenoid must have a field that, as one moves downstream, rises to a maximum upstream of the target then decreases uniformly, which results in the target being located in a region of negative gradient. From the production target to the downstream end of the Production Solenoid, there must be no local positive gradients in the particle transport portion of the magnetic field volume (as opposed to regions where there is shielding material). The negative gradient causes the pitch of helices to increase with time (pitch is proportional to p(longitudinal)/p(total)), generally reducing transit times of particles, preventing local trapping of particles, and increasing the number of low energy charged particles traveling downstream. The field gradients in the three straight sections of the Transport Solenoid must be continuously slightly negative and relatively uniform in order to avoid trapped particles and reduce the downstream transit times of particles. 
· The ability to separate muons and pions from electrons with high reliability and high efficiency is required to eliminate backgrounds from ~105 MeV/c muons and pions. 
· To mitigate backgrounds induced from antiproton annihilation, thin windows in appropriate places along the muon beam line are required to absorb antiprotons.
· The capacity to identify and record events of interest with high efficiency must exist.
· The capacity to take data outside of the search window time interval must exist. 
· The capacity to collect calibration electrons from +   e+ is required.
· The capacity to measure the beam extinction to a level of 10-10 with a precision of about 10% over about a one hour time span must exist.
· The capacity to determine the number of ordinary muon captures with a precision of order 10% must exist.
· The muon beam line is required to have high efficiency for the transport of low energy muons (~0.002 stopped negative muons per 8 GeV proton on target). To mitigate backgrounds from muon and pion decay-in-flight, it must suppress transport of high-energy muons and pions. It must also greatly suppress the transport of high energy electrons.
· The muon beam line should avoid a direct line-of-sight path of neutral particles (mainly photons and neutrons) from the production target to the muon stopping target.
· The detectors must be able to perform in a high-rate, high-radiation environment.
· The muon beam line should be evacuated. 

Experimental Reach with Evolution of Fermilab Accelerator Complex
It is worth considering whether there exist plausible upgrade paths for Mu2e. One possible scenario would utilize an upgraded Fermilab accelerator complex to further probe charged-lepton flavor violation with an improved Mu2e.
Fermilab is pursuing a “Proton Improvement Plan” (PIP) campaign to improve the reliability, beam-power and flexibility of the accelerator complex.  The first stage of this campaign is now underway (PIP-I) and will support the proton beam requirements of the Mu2e experiment defined in this Technical Design Report. The next phase of this campaign, PIP-II [71], is a mature concept that envisions a number of additional improvements and modifications to the Fermilab accelerator complex, providing the U.S. with the opportunity to establish long-term world leadership in particle physics research based on intense beams. The primary goals of PIP-II are to provide unique capabilities in delivering proton beam power of greater than 1 MW to the neutrino production target at the initiation of LBNF (Long Baseline Neutrino Facility) operations, and to establish a flexible platform for future development of the Fermilab complex to multi-MW capabilities in support of a broader research program. 
PIP-II’s capabilities to improve Mu2e sensitivity have been studied by the collaboration [72].  PIP-II would replace the 8kW, 8-GeV proton beam of PIP-I with an 80kW 1-GeV beam with flexible proton pulse timing and a proton pulse width of 100 nsec, about half the proton width of PIP-I.  The lower beam energy of PIP-II eliminates backgrounds from antiproton production and will reduce radiation damage to the Production Solenoid per stopped muon.  The narrower proton pulse width will reduce backgrounds from Radiative Pion Capture (RPC) and facilitate pulse frequency optimization for other stopping targets (such as titanium) with shorter capture lifetimes. A modest upgrade of the cryogenic cooling capacity for the PIP-II superconducting linac will permit the proton beam to operate with nearly a 100% duty factor, reducing instantaneous detector rates per stopped muon by a factor of three with respect to PIP-I.  
In the instance of no conversion electron signal observed by Mu2e in the PIP-I era, operations of a suitably upgraded Mu2e detector in the PIP-II era can further increase the search sensitivity with an aluminum stopping target by nearly an order of magnitude.  If Mu2e observes a conversion electron signal, then operations in the PIP-II era can dramatically increase the statistical significance of the observation and provide an opportunity to search for another conversion signal with a different stopping target such as titanium.  Establishing a conversion signal on two different nuclei will be an important test of detector response systematics and can begin to discriminate the character of the new physics driving the electron conversion as depicted in Figure 3.35 [73].
[bookmark: _Ref261686726][image: ]Figure 3.35. Target dependence of the μ → e conversion rate in different single-operator dominance models considered in [73].  The conversion rates are normalized to the rate in aluminum (Z = 13) versus the atomic number Z for the four theoretical models described therein: D (blue), S (red), V(γ) (magenta), V(Z) (green). The vertical lines correspond to Z = 13 (Al), Z = 22 (Ti), and Z = 82 (Pb). See [73] for details.
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Hierarchical case



Degenerate



B
r



Ue3



µ → eγ



µ → eee



µ − e conversion



10−12



10−13



10−14



10−15



10−16



10−17



−0.2 −0.1 0 0.1 0.2



FIG. 1. The branching ratios of the processes µ → eγ (the solid line), µ → eee (the dashed line),
µ - e conversion in Ti (the dotted line) for the hierarchical case. Here M = 200 GeV,A = 25 eV



are taken.
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FIG. 2. The branching ratios of the processes µ → eγ (the solid line), µ → eee (the dashed
line), µ - e conversion in Ti (the dotted line) for the degenerate case. Here mν = 0.1 eV is taken.
The other parameters are same as Fig. 1.
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Inverted-hierarchical case



B
r



Ue3



µ → eγ



µ → eee



µ − e conversion



10−12



10−13



10−14



10−15



10−16



10−17



−0.2 −0.1 0 0.1 0.2



FIG. 3. The branching ratios of the processes µ → eγ (the solid line), µ → eee (the dashed line),



µ - e conversion in Ti (the dotted line) for the inverted-hierarachical case. The other parameters
are same as Fig. 1.
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