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Chapter 11: Trigger & DAQ
[bookmark: _GoBack]Trigger & DAQ
The Mu2e Trigger and Data Acquisition (DAQ) subsystem provides necessary components for the collection of digitized data from the Tracker, Calorimeter, Cosmic Ray Veto and Beam Monitoring systems, and delivery of that data to online and offline processing for analysis and storage. It is also responsible for detector synchronization, control, monitoring, and operator interfaces.
Requirements
The Mu2e Collaboration has developed a set of requirements for the Trigger and Data Acquisition System [1]. The DAQ must monitor, select, and validate physics and calibration data from the Mu2e detector for final stewardship by the offline computing systems. The DAQ must combine information from ~500 detector data sources and apply filters to reduce the average data volume by a factor of at least 100 before it can be transferred to offline storage.

The DAQ must also provide a timing and control network for precise synchronization and control of the data sources and readout, along with a detector control system (DCS) for operational control and monitoring of all Mu2e subsystems. DAQ requirements are based on the attributes listed below.

· [bookmark: _Toc343763287]Beam Structure
The beam timing is shown in Figure 11.1.  Beam is delivered to the detector during the first 492 msec of each Supercycle.  During this period there are eight 54 msec spills, and each spill contains approximately 32,000 “micro-bunches”, for a total of 256,000 micro-bunches in a 1.33 second Supercycle. A micro-bunch period is 1695 ns.  Readout Controllers store data from the digitizers during the “live gate”. The live gate width is programmable, but is nominally the last 1000 ns of each micro-bunch period.  

· [bookmark: _Toc343763288][bookmark: _Ref340842248][bookmark: _Toc343763321]Data Rate
The detector will generate an estimated 120 KBytes of zero-suppressed data per micro bunch, for an average data rate of ~70 GBytes/sec when beam is present.  To reduce DAQ bandwidth requirements, this data is buffered in Readout Controller (ROC) memory during the spill period, and transmitted to the DAQ over the full Supercycle.

· [bookmark: _Toc343763289]Detectors
The DAQ system receives data from the subdetectors listed below.
Calorimeter – 1860 crystals in 2 disks.  There are 240 Readout Controllers located inside the cryostat. Each crystal is connected to two avalanche photodiodes (APDs). The readout produces approximately 25 ADC values (12 bits each) per hit.

Cosmic Ray Veto system – 10,304 scintillating fibers connected to 18,944 Silicon Photomultipliers (SiPMs). There are 296 front-end boards (64 channels each), and 15 Readout Controllers.  The readout generates approximately 12 bytes for each hit. CRV data is used in the offline reconstruction, so readout is only necessary for timestamps that have passed the tracker and calorimeter filters. The average rate depends on threshold settings.

Extinction and Target Monitors – monitors will be implemented as standalone systems with local processing.  Summary information will be forwarded to the DAQ for inclusion in the run conditions database and optionally in the event stream.

Tracker – 23,040 straw tubes, with 96 tubes per “panel”, 12 panels per “station” and 20 stations total. There are 240 Readout Controllers (one for each panel) located inside the cryostat.  Straw tubes are read from both ends to determine hit location along the wire.  The readout produces two TDC values (16 bits each) and typically six ADC values (10 bits each) per hit. The ADC values are the analog sum from both ends of the straw.

[bookmark: _Ref368318757][image: ]
[bookmark: _Ref372192410]Figure 11.1. Mu2e Beam Structure.


· [bookmark: _Toc343763290]Processing
The DAQ system provides online processing to perform calorimeter and tracker filters. The goal of these filters is to reduce the data rate by a factor of at least 100, limiting the offline data storage to less than 7 PetaByte/year. Based on preliminary estimates, the online processing requirement is approximately 30 TeraFLOPS.

· [bookmark: _Toc343763291]Environment
The DAQ system will be located in the surface level electronics room in the Mu2e Detector Hall and connected to the detector by optical fiber. There are no radiation or temperature issues. The DAQ will however, be exposed to a magnetic fringe field from the detector solenoid at a level of ~20-30 Gauss.
Technical Design
The Mu2e DAQ is based on a “streaming” readout. This means that all detector data is digitized, zero-suppressed in front-end electronics, and then transmitted off the detector to the DAQ system. While this approach results in a higher off-detector data rate, it also provides greater flexibility in data analysis and filtering, as well as a simplified architecture.  

The Mu2e DAQ architecture is further simplified by the integration of all off-detector components in a “DAQ Server” that functions as a centralized controller, data collector and data processor.  A single DAQ Server can be used as a complete standalone data acquisition/processing system or multiple DAQ Servers can be connected together to form a highly scalable system.

To reduce development costs, the system design is based almost entirely on commercial hardware and, wherever possible, software from previous DAQ development and open source efforts.
Interfaces
The DAQ subproject interfaces to all other subprojects (Table 11.1).  
Scope
The DAQ subproject includes five main elements, listed in Table 11.2.
Schedule
Since much of the DAQ development effort involves software and firmware, the schedule is organized in three phases, each with a series of releases. Software components are developed incrementally and in parallel, so for most releases there is not a unique deliverable (e.g., a certain number of lines of code or a specific set of software functions).  The first release is the general framework for all of the components and each subsequent release adds features and improvements. The three development phases are listed in Table 11.3.

[bookmark: _Ref375141720]Table 11.1.  DAQ Subproject Interfaces.
	Subproject
	Interfaces

	Tracker,
Calorimeter,
CRV
	The DAQ connects to detector readout controllers via optical links that carry fast control, slow control and data. The Timing system supplies micro bunch frequency clocks to each detector subsystem.

	Solenoids,
Beamline
	The DAQ provides the infrastructure for slow control and monitoring, and readout of the target monitor.

	Accelerator

	The DAQ receives beam timing and status information from the accelerator for timing system synchronization. The DAQ also provides the infrastructure for slow control and readout of the extinction monitor.

	Civil

	The civil construction subproject provides the surface level electronics room, power, and air conditioning for the DAQ. It also supplies cable chases for connecting the detector hall electronics to the electronics room.




[bookmark: _Ref375139582]Table 11.2.  DAQ Subproject Elements.
	WBS
	Element
	Scope

	475.09.01
	Management
	General subproject management, cost, scheduling, reporting, project controls.

	475.09.02
	System Design
	Overall system requirements, architecture, design reports.

	475.09.03
	Data Acquisition
	Hardware, firmware, and software for transport of data from the detector readout controllers to the online processing.  Timing system and event building network.

	475.09.04
	Data Processing
	Servers and software for online processing, data filters, and local data storage.

	475.09.05
	Controls and Networking
	Software and hardware for general-purpose networking infrastructure, detector control system (slow control), and control room.


DAQ Architecture
Figure 11.2 shows the basic Mu2e DAQ system architecture.  Readout Controllers digitize and zero-suppress data at the detector.  The data is then transmitted over optical links to DAQ Servers in the surface level electronics room.  Control information is sent from the DAQ Servers to the Readout Controllers over the same bidirectional optical links. Data is exchanged between DAQ Servers (via the Event Building Network) to form complete events. The DAQ Servers filter these events and forward a small subset of them to offline storage.
[bookmark: _Ref375139877]
[bookmark: _Ref257551622]Table 11.3.  DAQ Subproject Development Phases.
	Phase
	Scope

	Prototype
	Purchase of prototype system components. Implementation and test of interfaces for high-speed data transfer (firmware, software). Benchmarks of online processing filters. Initial port of artdaq software to Mu2e.  Timing system characterization. Interface tests for prototype detector readout controllers.

	Pilot
	Purchase of pilot system components.  Development of a small test system (6 servers) with complete end-to-end readout, event building, and processing. Initial Detector Control System implementation. Basic networking infrastructure. Start of formal Mu2e artdaq software and system firmware releases. Online filter development and performance testing.  Readout controller interface and bandwidth tests.

	Production
	Purchase of production system components.  Installation and test of full DAQ system. Full timing system interface to accelerator and detector. Completion of networking and control room infrastructure and local data storage.  Completion, debug and optimization of artdaq and slow control software.  Completion of online filter software.


[bookmark: _Ref340842297][bookmark: _Toc343763323]
The software architecture (Figure 11.3) is based on artdaq [2]. This software runs on DAQ servers and on dedicated control and monitoring computers.  Artdaq is a toolkit of C++ 2011 libraries and programs for use in the construction of DAQ systems.  It provides functionality that includes the following:

· Management of the readout and configuration of the DAQ hardware.  This makes use of experiment-supplied software components.
· Routing of data between threads within a process, between different processes, and between different machines, and for assembling complete events from these data.
· Encapsulation of the data being routed, and support for experiment-specific raw data formats to provide type-safe data access.
· Event analysis and filtering using the art event-processing framework.
· Basic control and monitoring applications.
· Infrastructure for distributing configuration data to DAQ processes.
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[bookmark: _Ref372192455]Figure 11.2. Mu2e DAQ Architecture.
Readout Controllers
The number of Readout Controllers and the estimated data rate for each subdetector are listed in Table 11.4.

Readout Controllers (ROCs) are not part of the DAQ system, but rather are included separately in each detector subsystem.  The ROC specifications listed here are intended to provide a common interface to the DAQ.

Readout Controllers have an FPGA for data collection, buffer management and processing. This FPGA also provides the high-speed serial transceivers (SERDES) for the optical links. Each ROC also has a microcontroller, which handles Detector Control System (DCS) “slow control” operations and is responsible for initializing the FPGA.  The microcontroller is integrated into the FPGA.
[bookmark: _Ref372192689]Table 11.4.  Readout Controllers and Optical Links by Subdetector.
	Detector
	Number of ROCs
	Average Rate
per ROC
	Total Data Rate
	Number of Optical Links
	Number of DAQ Servers

	Tracker
	240
	50 MBytes/sec
	12 GBytes/sec
	120
	20

	Calorimeter
	240
	30 MBytes/sec
	8 GBytes/sec
	72
	12

	Cosmic Ray Veto
	15
	20 MBytes/sec
	 1 GByte/sec
	15
	3

	Extinction and Target  Monitors
	2
	low     
	< 1 GByte/sec
	4
	1
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[bookmark: _Ref370823716][bookmark: _Ref372192508]Figure 11.3. artdaq Architecture. Core components are shown with a blue background; experiment-supplied components are shown with a white background.
Readout Request and Data packets are handled by the FPGA. DCS packets are routed through the FPGA to the microcontroller. Because all communication is normally routed to or through the FPGA, there must be a failsafe way to reload the FPGA in the event of firmware corruption. A watchdog timer will restart the microcontroller on loss of system clock, or if any of several FPGA and microcontroller check signals are outside nominal timing windows. This will automatically reload a “golden” version of the FPGA and microcontroller firmware from dedicated SPI memory, providing a known DCS connection. DCS commands can then be used to remotely load new software/firmware into the application program memory. A DCS “run” command must be sent to the microcontroller to cause it to switch from golden mode to application program memory.

Readout Controllers in or near the detectors will be exposed to a high neutron flux [3]. SRAM based FPGAs are sensitive to radiation-induced single-event upset (SEU) in the configuration and application memory. Mu2e Readout Controllers in higher radiation areas will use Microsemi SmartFusion2 series FPGAs [4] that provide on-chip microcontroller and SERDES and a number of features to mitigate SEU, including flash based configuration and ECC protected memory and registers [5].  Commercial integrated circuits can typically tolerate a total dose of at least 100 Gy without significant degradation. In the region where the Tracker and Calorimeter ROCs are located, total dose is estimated at 5 Gy/yr. [6].

A block diagram for a digitizer/ROC is shown in Figure 11.4.  It receives (and phase aligns as necessary) a system clock at the micro-bunch frequency of 590 KHz. A clock generator multiplies the system clock to drive the digitizer sample clocks (typically 50-100 MHz).  The leading edge of the system clock is the time-zero reference for a micro-bunch.  A local timestamp counter (driven by the sample clock) measures the time offset within the micro-bunch.  The microcontroller and FPGA interface logic operates from a local oscillator, independent of the System Clock. 

[bookmark: _Ref340842384][bookmark: _Toc343763325]The ROC receives a Readout Request packet for each micro-bunch. This packet contains micro-bunch readout control information, along with the System Timestamp.
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[bookmark: _Ref372192725]Figure 11.4. Basic Digitizer/Readout Controller Architecture
Data from the digitizers is zero-suppressed, formatted and written to the ROC Data Buffer during the beam spill.  Data packets are read from the Data Buffer and transmitted on the optical link during the full accelerator Supercycle. The buffer is large enough to hold at least 1 second of ROC output data, and uses ECC memory for SEU mitigation.
DAQ Server
The central component of the Mu2e DAQ system is a commercial 3U server, which manages data collection from the Readout Controllers, Event Building, and Online Processing (Figure 11.5).  There are a total of 36 DAQ servers, occupying four racks in the electronics room.

[bookmark: _Ref340842407][bookmark: _Toc343763327]The servers used for prototype system development are Supermicro X9DRE-TF+ with dual E5-2630 processors.  Servers used in the final system will be based on the most cost-effective processing available at the time of production orders.  Production orders will be as late as possible to take advantage of traditional performance improvements.
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[bookmark: _Ref372192779]Figure 11.5. DAQ Server.
Servers must meet the following minimum requirements listed below.

· Two x8 double-wide PCIe slots for the Data Transfer Controller(s).
· ECC memory support (for 36 servers, each with 16 GBytes of memory, the system error rate would be unacceptable without error correction [7]).
· 10G Ethernet or Infiniband port for software event building.
· 1G compatible Ethernet port for connection to the general-purpose network.
· 100M Ethernet IPMI port (must be a dedicated port, shared IPMI ports are unreliable).
Data Transfer Controller
The Data Transfer Controller (DTC) collects data from multiple detector Readout Controllers. It may optionally perform event building and data pre-processing. For Mu2e, the DTC (Figure 11.6) is implemented using a commercial PCIe card (for example, [8]) located in the DAQ Server.

High-speed serial ports are provided by an adapter module (for example, [9]) that plugs into the FMC connector on the PCIe card. This adapter has eight bidirectional SFP+ ports, and can be used with optical or copper cabling. Six of the ports are used to connect to Readout Controller optical links. One port can be used to connect to the Event Building Network to exchange data between DTCs. The last port is used to communicate with the Run Control Host computer.

[image: ]
[bookmark: _Ref372192803]Figure 11.6. Data Transfer Controller (PCIe FPGA card and 8 port SFP+ FMC adapter).
The DTC receives Readout Request packets from the Run Control Host.  These packets are forwarded on each attached ROC link.  Data packets from the Readout Controllers are returned on the same links. The DTC multiplexes data from six links into one timeslice that is then transferred to the Server over PCIe, or to other DTCs via the Event Building Network.

Data packets from the ROCs are written to DTC memory.  If software event building is used, the Data packets are read from DTC memory by the server processor via the PCIe interface, and then exchanged between servers to form complete events in server memory.  If hardware event building is used, the Data packets are first exchanged between DTCs to form complete events in DTC memory, and then read from DTC memory by the server processor via PCIe.  

DCS packets are transferred between the DTC and DAQ Server over the PCIe interface, and then over the general-purpose network to the DCS Host.
DTC/ROC Interface
The detector Readout Controllers connect to the DAQ Servers via redundant optical links.  Six bidirectional links are bundled in one 12-fiber MTP cable. For Readout Controllers inside the detector vacuum, the fiber is brought out through a sealed feedthrough at the end of the DS cryostat.

The boundary between the detector and DAQ is defined as the optical connector outside the detector. MTP-LC breakout cables run upstairs to the electronics room where the DAQ servers are located (Figure 11.7). Each cable contains six bidirectional data links. For the full Mu2e system, there are 36 of these cables (a total of 216 links). Each link can support a data rate of 300 MBytes/sec, for an aggregate bandwidth of approximately 60 GBytes/sec.
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[bookmark: _Ref369610535]Figure 11.7. Optical Cabling from Detector to DAQ.
Twenty cables (120 links) are used for the Tracker, with four Tracker Readout Controllers sharing each pair of redundant links (Figure 11.8). Twelve cables (72 links) are used for the Calorimeter, with six or eight Calorimeter Readout Controllers sharing each pair of links. Three cables (15 links) are used for the CRV, with one CRV Readout Controllers per link.  The Extinction and Target Monitors use one cable (4 links).

Optical links are used for several reasons;

· Optical fiber minimizes the vacuum feedthrough cross-section.
· The cable distance from the detector (in the staging area) to the DAQ is approximately 60 meters. 
· Optical fiber provides noise immunity and electrical isolation.
The fiber is 50/125 micron multimode, OM3. Optical transceivers are class 1, multimode, and 850 nm. Coding is 8B/10B.  Links operate at 2.5 Gbps (3.125 Gbps encoded). This data rate was chosen as the most cost-effective based on current FPGA and optical transceiver technology.  The attenuation of optical fiber increases with radiation exposure [10].  For Mu2e, the attenuation is expected to be less than 0.01dB/m.
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[bookmark: _Ref369610230]Figure 11.8. ROC Connections to DAQ Servers (DTCs).
Redundant links are used to increase system reliability (Figure 11.9), since repair would require removal of the entire detector. Each ROC has two ports and either port can be used for control/readout.  In normal operation, half of the ROCs in a redundant loop will operate on one side of the loop and half on the other. The data rate will average 100 MBytes/sec per link with two Tracker or four Calorimeter Readout Controllers. If a link fails, the ROCs attached to that link can be read from the other port.

Optical links carry both control and data packets.  The link interface is implemented in FPGA firmware. This means that the ROC FPGA must be operational in order to download new microcontroller software or FPGA firmware via the optical link DCS channel.  To prevent loss of the DCS connection, the ROC microcontroller boot program is located in protected memory. This program contains the DCS software and basic FPGA firmware to operate the link interface.  An independent watchdog circuit will restart the ROC in failsafe mode if the external system clock is interrupted, or if any of several internal watchdog signals are outside nominal timing windows.

[bookmark: _Ref340842487][bookmark: _Toc343763332][image: ]
[bookmark: _Ref372192938]Figure 11.9. Redundant Link Configurations.
DTC/ROC Link Packet Format
All packets are 8 words X 2 Bytes in length and are delimited by 8B/10B K characters. When no packet data is available to send, the transmitter generates pairs of comma characters (K28.1/K28.5) to maintain link synchronization and bit/word alignment.  There may be any number of comma words between or within packets. The receiver discards them. Each packet is preceded by a control word containing two K characters to designate the packet type (Table 11.5).  These control words are used by the receiving logic to route the packet to the correct input buffer, but are not stored with the packet. A detailed description of each Packet Type from Table 11.5 is given below.

[bookmark: _Ref257446890]Table 11.5.  Packet Types
	Packet Type
	Direction
	K character (high)
	K character (low)

	DCS Request
	DTC → ROC
	K28.0
	K28.2

	Readout Request
	DTC → ROC
	K28.0
	K28.3

	Data Request
	DTC → ROC
	K28.0
	K28.4

	(reserved)
	DTC → ROC
	K28.0
	K28.6

	DCS Reply
	ROC → DTC
	K28.0
	K23.7

	Data Header
	ROC → DTC
	K28.0
	K27.7

	Data
	ROC → DTC
	K28.0
	K29.7

	(reserved)
	ROC → DTC
	K28.0
	K30.7


[bookmark: _Toc343763302]
· DCS Request - the DCS Request packet is used to read or write DCS information in the ROC. For a DCS read request, the ROC internal address is provided. For a DCS write request, the ROC internal address and a data word (8 bytes) are provided.

· [bookmark: _Toc343763299]Readout Request - Readout Request packets are broadcast. They are processed by all ROCs on a link. Readout Request packets are sent immediately after the rising edge of the system clock. They are generated by the Run Control Host (Control Fanout module) and must reach all ROCs before the leading edge of the next system clock.  The Run Control Host sends one Readout Request packet for every system clock (1695 nsec period).

· The Readout Request packet contains the System Timestamp, along with partition information needed to configure the ROCs for the NEXT system clock period (µBunch).  This information is used to control settings that must be synchronized to a specific micro-bunch (synchronous resets, digitization enable/disable, zero-suppression enable/disable, calibration signal injection, live gate expansion, etc.). Readout Request packets can also be used to synchronize commands to precise times within a micro-bunch, by specifying the ROC internal timestamp (time offset from the start of the µBunch). This would be used, for example, to request calibration signal injection at a particular data sample time. In this case, the partition number in the Readout Request packet indicates that it is a calibration event and another field in the packet dynamically selects the internal timestamp.

· [bookmark: _Toc343763300]Data Request - to transfer data from the ROCs, the DTC sends a Data Request packet to each ROC. The ROC replies with a Data Header packet and additional Data packets as needed. The Data Request packet contains the System Timestamp.

· DCS Reply - the DCS Reply packet is used to return DCS information from the ROC.  It contains the ROC internal address of the requested data and a data word (8 bytes).

· [bookmark: _Toc343763301]Data Header - the Data Header packet contains the System Timestamp, the partition number, a Data Packet Count (number of Data packets for this timestamp/µBunch, which can be zero) and optional status information.  If the ROC receives a Data Request packet, it must return a Data Header packet even if it has no data for that timestamp.
· [bookmark: _Toc343763306]Data - a Data Header packet can be followed by up to 255 Data packets. Data packets are used to transmit detector data. The last Data packet in a group includes a cumulative CRC and is padded to 16 bytes if necessary.

For multiple ROCs on a link, ROC addressing is accomplished using a 4-bit hop count (HC) field in the packet.  If a packet with a HC value of 1-15 is received on either ROC port, the HC is decremented by one and the packet is retransmitted on the other port.  If it is a broadcast packet type (e.g., Readout Request), the packet is processed, otherwise it is ignored. If a packet with an HC value of 0 is received on either port, the packet is processed and is NOT retransmitted on the other port. If a request packet is processed by the ROC, any corresponding reply packets are transmitted on the same port as the received request.

Reply packets (DCS Reply, Data Header, Data) do not contain a hop count, since the destination is always the DTC. If a Reply packet is received on either ROC port, it is retransmitted on the other port.

[bookmark: _Toc343763307]Figure 11.10 illustrates the packet flow for Data Readout and Data Transfer operations.  These are independent and asynchronous.  Readout activity occurs primarily during the first 3rd of the each Supercycle while data transfer takes place over the full Supercycle. For the Tracker and Calorimeter ROCs the number of Data Requests and Readout Requests is the same since all data is transferred to the DAQ.  For the CRV, Data Requests are only sent for those timestamps that pass the online filters, or are needed for calibration.
Run Control Host
The Run Control Host receives beam status and timing information from the Accelerator Controls network and operator commands from the remote control room. 

The Control Fanout (CFO) module in the Run Control Host is responsible for generating and synchronizing Readout Requests. It sends a Readout Request control packet for each system clock. The CFO contains a set of standard Readout Request packet templates (normal readout, calibration, no operation, etc.), and a default list mapping these packets to each of the ~785,000 system clock periods in a 1.33 second Supercycle.  The CFO also maintains the System Timestamp that it sends with each Readout Request packet. The Run Control Host can instruct the CFO to override the default packet on any clock or series of clocks.

The system can be partitioned at the level of a single DAQ server.  Each server is given a list of other servers in the same partition for event building. In normal operation all servers are assigned to the primary DAQ partition. The Run Control Host provides global synchronization of the DAQ servers via run control state commands (Figure 11.11) for each partition.
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[bookmark: _Ref370297554][bookmark: _Toc343763308]Figure 11.10. Data Readout and Data Transfer Operations.
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[bookmark: _Ref372298190]Figure 11.11.  Run Control States.
Run Control Host/DTC Interface
The DTCs receive control and timing information from the Run Control Host on the DTC Control rings (Figure 11.12). These rings operate at 2.5 Gbps. The Control Fanout (CFO) card/optical link adapter in the Run Control Host is physically identical to that used for the DTCs.
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[bookmark: _Ref370298684]Figure 11.12. Control hierarchy.
Timing System
The DAQ supplies a continuous low-jitter system clock to the Readout Controllers and the Run Control Host (CFO module). This clock is synchronized to the accelerator Delivery Ring frequency (590,018 Hz), and the leading edge of the clock is aligned with the start of each micro-bunch.

The DAQ provides a limited number of phase aligned clock signals that are distributed inside the detector. Phase alignment at individual ROCs is accomplished by an adjustable delay at the ROC clock input. Additional alignment is provided by software calibration. Each ROC generates its own internal high-speed digitization clocks, phase locked to the system clock. Each ROC also generates an internal timestamp for data within the micro-bunch timing window. For ROCs outside the detector solenoid, the Timing system supplies a separate clock to each ROC.

Figure 11.13 shows the Timing system clock distribution. A Clock Generator on the ROC is programmed via the DCS connection to drive the digitizers at any N/M multiple of the system clock.  Clock outputs can be phase aligned in 25 psec increments. The CFO uses Supercycle Start and/or beam pickup signals to determine the micro-bunch schedule.
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[bookmark: _Ref371502476]Figure 11.13. Timing System.
[bookmark: _Toc343763309]Timestamps
Each Readout Controller generates its own internal timestamp for data within a micro-bunch. This internal timestamp counter is driven by the digitization clock and is reset at the rising edge of the system clock. It may be 1 or 2 bytes, depending on the resolution of the detector. The digitization clock frequency is determined by the ROC and can be different across different detectors.

In addition to the internal timestamp generated by each ROC, there is a System Timestamp generated by the Control Fanout Module in the Run Control Host. This is a six-byte value that increments at the 590 KHz system clock rate. It has a range of 15 years.  It can be stopped and restarted at any value as long as the new start value is higher than the previous stop value. The System Timestamp can be correlated with actual calendar time, or the high bytes can represent a Run Number, Supercycle, etc.
 
The System Timestamp is sent by the CFO to the DTCs at each system clock. The DTCs broadcast the timestamp to all attached ROCs in a Readout Request packet. The DTCs also send a System Timestamp as part of Data Request packets, and the ROCs return the System Timestamp in the Data Header packet. Sending the System Timestamp directly to the ROCs for each system clock (instead of relying on a timestamp generated from the clock itself) avoids loss of ROC event synchronization with the rest of the system as a result of missing or extra clocks.

The system clock runs continuously, whether or not there is beam. This allows readout (e.g., acquisition of calibration or pedestal data) at any time in the accelerator Supercycle. The System Timestamp is the only value used for event identification in the DAQ system.  Events are NOT renumbered following various stages of filtering.
[bookmark: _Toc343763311]Event Building
Each Readout Controller collects data from a small subset of the detector. The Event Building (EVB) function combines these subsets to form a complete detector data set for analysis by an online processor. Event building is typically done in a switching network. 
 
[bookmark: _Ref368059249]Figure 11.14 shows two options for placement of the EVB switching network. In the first case, the switch is located between the Readout Controllers and the Servers. The EVB input queues are managed by the Readout Controllers and the Servers manage the output queues. In the second case, the Readout Controllers send data directly to the Servers, which then manage both EVB input and output queues. The second option is used for Mu2e.
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[bookmark: _Ref250114181]Figure 11.14. Placement of Event Building (EVB) Network.
The event building process is relatively simple. For Mu2e there are 36 servers.  Thirty-six input buffers and thirty-six output buffers are allocated in the memory of each server (Figure 11.15).  Variable length timeslices of data from the detector are copied to the input buffers, with timeslice 0 going to input buffer 0, timeslice 1 going to input buffer 1, etc.  Packets are then transferred between servers via the EVB network. Packets from server X, input buffer Y go to server Y, output buffer X. Thirty-six packets are transferred in parallel.
[bookmark: _Ref368398678][image: ]
[bookmark: _Ref370298752]Figure 11.15. Event Building.
The event building function can be performed by software in the Server or by firmware in the DTC FPGA:

· Server option (“software” event building) - the event building network is a commercial 10Gbase-T Ethernet or Infiniband switch (Ethernet is more widely used, but Infiniband switches are less expensive with less software overhead).  Event fragments are copied from the DTC to the Server over PCIe. EVB input and output buffers exist in Server memory, and the processor handles all buffer management.

· The advantage of the Server option is that the event building software is part of the existing artdaq framework and is therefore easier to maintain.  The disadvantage is the additional processing load for event building and management of the network interface. Standard Linux Ethernet or Infiniband drivers can be used, or the driver can be replaced with a low-level frame buffer interface to eliminate much of the overhead. Internal buffering in the switch (with standard network flow control) is used to automatically order packets.

· The software event building option will be implemented first. If performance and scaling are satisfactory, then this is the preferred method.  Tests of artdaq on a small, four-server system with Infiniband networking have demonstrated a throughput of approximately 900 Mbytes/sec per server.

· In the artdaq EventBuilder process, the fragment receiver layer receives data from the Data Transfer Controller, and is responsible for sending the data to the correct event builder process, using standard Message Passing Interface (MPI) protocols.  The event-building layer receives data from the fragment receivers, collating them into complete events. Complete events are then sent to another thread in the same process for event processing.  The event processing layer runs the art event-processing framework, which performs the data filtering.

· DTC option (“hardware” event building) - the event building network is a commercial 10G SFP+ Ethernet switch.  A port on each DTC card is connected to the switch via a direct-attach SFP+ copper cable.  Input and output buffers are in DTC memory, and FPGA firmware handles the buffer management. Complete events are then copied from the DTC to the server over PCIe. No IP stack is necessary. The switch is programmed with a static MAC address table (one entry for each DAQ server).

· The EVB network operates synchronously. Each server loops through its input buffers sending up to 2 KBytes per buffer per system clock. The servers are programmed to start this rotation based on their switch position (server 0 starts with input buffer 0, server 1 starts with input buffer 1, etc.).  Synchronous operation provides several advantages; 1) the synchronous network is inherently non-blocking so no flow control is necessary, 2) the amount of buffering needed in the switch is minimized, and 3) it makes diagnostics easier since all transfers are deterministic.

· The advantages of the DTC option are that it offloads the processor in the DAQ Server and allows use of the DTC FPGA for pre-processing or triggering on fully assembled events if needed. The disadvantage is that the FPGA firmware for event building is more difficult to develop and maintain than the artdaq event building software.
[bookmark: _Toc343763312][bookmark: _Ref250791151]Online Processing
[bookmark: _Ref340842747][bookmark: _Toc343763343]All data filtering and triggering in the MU2e DAQ architecture is done in software.  The production DAQ will use 36 dual-CPU servers. The online processing system must handle a total rate of 192,000 micro-Bunches per second, an average of 5400 events per second per server. Options considered for online processing include;

· Conventional (multi-core) CPU - A server based on current generation dual Intel XEON E5-2687 CPUs is rated at ~0.4 TFLOPS. We can expect at least a 2-3X improvement in performance before production orders are placed in 2017.

· XEON PHI - Peak floating point performance of the current XEON PHI co-processor is 1 TFLOPS, but overall throughput is limited by the PCIe I/O and scalar core. The next version will remove some of these limitations and has an estimated peak performance of 2-3 TFLOPS [11].  

· GPU - GPU cards with peak floating point specifications of 2 TFLOPS are available today in the target cost range. They are somewhat more difficult to program. A 10X improvement on small tracking codes using GPUs vs. CPUs is possible [12]. Next generation GPUs have estimated peak performance of 4-5 TFLOPS.

· µServer CPUs based on ARM, Atom (Avoton) or Tilera cores - These are not yet under active consideration due to limited floating point performance.

Data for each micro-bunch is expected to average 120 KBytes.  This should fit into cache on a multi-core CPU, but may be problematic for many-core processors and GPUs.

The offline Tracking filter has been optimized for online use, and verified to produce equivalent results [13].  The following measurements (Table 11.6) were made at various stages of optimization, for the main filter routines (99% of the execution time) running on a single core under the mu2e-art software framework. The data set consists of 1000 events with an average of 3240 hits/event. The E5-2687v2 processing times were determined using an E5-2630 processor and scaling by 0.63X to reflect the higher clock speed of the E5-2687v2.

These results show that the processing performance is already very close to the 192,000 events/sec production system requirement. Another 2X performance increase is expected in early 2015 as both processor platforms move from 22nm to 14nm technology.  Additional improvements from code optimization and vectorization are also expected.

A Calorimeter filter has been proposed that provides up to 50X rejection [14]. This will be used in conjunction with the Tracking filter to generate an average trigger accept rate of less than 1%.

The option also exists to do data pre-processing in the DTC FPGAs. Each FPGA has ~800 Digital Signal Processing (DSP) cores, with several hundred GFLOPS of processing capability. A simple Calorimeter filter could be implemented in the DTCs using OpenCL. If needed, the FPGAs can perform fix-to-float conversion, sorting, unpacking, array construction and other overhead operations to reduce burden to the processors.

[bookmark: _Ref374978559]Table 11.6.  Tracking Filter Optimization.
	
	XEON E5-2687v2
	XEON PHI 5510P

	Stereo Hits
	
	

	0) Reference code (gcc compiler)
	83.6 msec
	-

	1) Algorithmic improvements (gcc compiler)
	4.3 msec
	-

	2) Intel compiler, loop vectorization
	1.4 msec
	4.8 msec

	
	
	

	Background Hits
	
	

	0) Reference code (gcc compiler)
	9.0 msec
	-

	1) Intel compiler
	5.1 msec
	123.0 msec

	2) Refactoring
	3.4 msec
	38.1 msec

	3) Double → single precision
	2.1 msec
	23.9 msec

	
	
	

	Overhead
	
	

	0) Reference code (gcc compiler)
	0.9 msec
	-

	1) Intel compiler (estimated)
	0.3 msec
	2.0 msec

	
	
	

	Total processing time
	3.8 msec
	30.7 msec

	Events/sec (single core)
	260
	32

	Number of cores (36 servers)
	720
	4,320

	Events/sec  (36 servers)
	187,000
	138,000


DAQ Software
As mentioned previously, the artdaq data acquisition toolkit will be used to build the Mu2e DAQ software system. artdaq provides software applications for managing the data flow as well as libraries and applications for encapsulating the data, analyzing the data, and performing other basic data acquisition functions. The core data-flow applications in artdaq consist of the following:

BoardReaders that configure and read out hardware modules, and send data fragments to EventBuilders,
EventBuilders that assemble full events and pass the events to instances of the art analysis framework for reconstruction and filtering, and
Aggregators that organize events in time order, write them to disk, and analyze them to monitor the quality of the data.

These applications are shown in Figure 11.16 along with additional components that are part of artdaq. The additional components include infrastructure for sending and receiving control messages, managing the state of individual processes and the full system, logging messages to central loggers and viewers, and the sending and parsing of configuration parameters.  

[image: ]
[bookmark: _Ref250034160]Figure 11.16. artdaq components. Applications and infrastructure components that are shown in green are part of the core artdaq toolkit. Components shown in orange are modules that experiments provide to read out their specific hardware and perform their specific analyses and monitoring.
The toolkit is designed to provide core functionality while allowing experiments to customize the hardware readout and event analysis as needed. Figure 11.16 illustrates this separation of responsibilities by showing the core applications and functions in green and experiment-provided components in orange.

In a typical artdaq system, one BoardReader process reads out one hardware module, so the number and location of BoardReader processes are determined by the connections from the electronics on the detector to the computing cluster.  In the Mu2e experiment, this corresponds to one BoardReader per DTC.  The number of EventBuilder processes will be determined by the computing needs of the reconstruction and filtering algorithms and the number of processor cores that are available on each of the computers in the reconstruction farm. The number of Aggregator processes is somewhat fixed: one for writing the accepted events to disk and one for running the online monitoring. The location and number of each of these types of processes is configurable, and a sample artdaq deployment for Mu2e is shown in Figure 11.17 and Figure 11.18.  

[image: ]
[bookmark: _Ref250644327][bookmark: _Ref250644336]Figure 11.17. Sample deployment of artdaq BoardReader and EventBuilder processes on DAQ Servers. Data fragments are sent from the BoardReaders to the EventBuilders where they are assembled into full events and analyzed.
Figure 11.17 focuses on the readout and analysis of the data. It illustrates that one BoardReader and a configurable number of EventBuilder processes will be run on each of the DAQ Servers. Data fragments that are read out from each hardware module will be tagged by their time window and sent to the EventBuilders in a round-robin pattern.  Fragments from a specific time window will all be sent to a single EventBuilder so that a full event can be built.

Figure 11.18 focuses on the transfer of the accepted reconstructed events to the Aggregator(s) and the subsequent writing of the data to disk and running of online monitoring.  The Aggregator processes will run on a dedicated server.

[image: ]
[bookmark: _Ref250644357]Figure 11.18. Sample deployment of artdaq EventBuilder and Aggregator processes. Accepted events are sent from the EventBuilders to the Aggregator(s) for storage and monitoring.
The art analysis framework will be used as the environment in which the online processing algorithms that are described in Section 11.2.15 are executed. art is a generic C++-based modular analysis framework for event data analysis. It provides the infrastructure for running software modules that are provided by experimenters and managing the data that is analyzed and produced by the analysis modules. It has been developed at Fermilab for use in current and future intensity frontier and cosmic frontier experiments, and it is currently used in the offline environments of the Mu2e, NOvA, LBNE, and other experiments. It is also currently used in the DAQ system of the DarkSide-50 experiment, which is also artdaq-based. The use of the same analysis framework online and offline has substantial advantages, most notably the ability for physicists to develop algorithms independently of the full DAQ system and move them to the online environment when they are ready. Within the DAQ system, EventBuilder processes handle the starting of art threads and the transfer of full events to art for analysis. It also handles the configuration of the art framework and the analysis modules using the configuration parameters that it receives from Run Control. The same configuration language is used to configure artdaq processes as is used to configure art.

As part of the software interface to the DTC, a Linux device driver for communicating over the server PCIe bus is being developed.  The driver will be responsible for managing the buffers into which the data is written when it is received from the ROC, responding to the interrupts when DMA transfers complete, notifying the user code that data is available, and delivering the data to the user code.
[bookmark: _Toc343763313]Detector Control System (DCS)
The Mu2e DCS will be similar to that used in NOvA. The DAQ subproject will supply the controllers, networking and an assortment of generic I/O modules (A/D, D/A, digital).  Specialized sensors and controllers (temperature, pressure, high voltage, etc.) are supplied by the other subprojects. The DCS does not provide any safety related control or monitoring.

The primary DCS connection to the Readout Controllers is a virtual channel on the optical links. DCS commands can be sent over either of the two links. A backup CANbus interface is provided in case the optical link interfaces malfunction.

Detector hall DCS electronics and power supplies containing transformers, cooling fans and Ethernet or DC-DC converter magnetics may be affected by the solenoid fringe fields.   Ethernet switches and controllers should be located as far as possible from the solenoids, preferably in fields of 200 Gauss or less.  Figure 11.19 shows the calculated magnetic field throughout the Detector Enclosure area. The white area of the plot (essentially all of the detector hall) is above 100 G [15].

The higher-level DCS controllers will be commercial devices connected via Ethernet. All DCS electronics located in the magnetic field should operate without cooling fans and be remotely powered. Commercial endpoints and endpoint controllers may require some modification or shielding.

The DCS software is based on a combination of EPICS [16] and Control System Studio [17] (Figure 11.20).
[bookmark: _Toc343763314]Data Logger
The Data Logger collects and buffers processed data from the DAQ servers. It has enough disk capacity for several days of continuous operation without transferring data to offline storage. The disk storage may be centralized in the Data Logger, or distributed in the DAQ servers and managed by the Data Logger. 

Offline storage is part of Mu2e operations.

[bookmark: _Ref341871335][bookmark: _Toc343763344][image: ]
[bookmark: _Ref370298798]Figure 11.19. Magnetic fringe field throughout the Detector Enclosure.

[image: ]
[bookmark: _Ref372280554]Figure 11.20. Control System Studio (example from NOvA DCS).
[bookmark: _Toc343763315]General-Purpose Networking
[bookmark: _Toc343763316]The general-purpose networking (Figure 11.21) includes separate local networks for Data/Run Control and DCS/Management. The required bandwidth for output to offline storage is 3 Gbps. The management network provides connections to server IPMI ports, EVB and Data switch management ports, and PDUs.  

The server IPMI ports support KVM and virtual media over LAN for remote access. Networking equipment will be monitored using Nagios and SNMP. Network configuration and security will be handled by Fermilab Network and Communication Services.

[bookmark: _Ref340842791][bookmark: _Toc343763345][image: ]
[bookmark: _Ref370298818][bookmark: _Ref368908797]Figure 11.21. General-purpose Networking.
Local Electronics Room
The DAQ system is located in the surface level electronics room, and occupies five racks (Figure 11.22). All power and data cabling is overhead.

There are two 208VAC, 20A, three-phase power feeds from the service panel to each DAQ rack. Two PDUs in each rack convert the power to six single-phase 120VAC circuits. The PDUs have network connections for remote monitoring and control. The total DAQ system power requirement is estimated at 30KW.

The DAQ subproject is responsible for electrical wiring from the panel to the DAQ racks, and for electronics room cable trays carrying data and power cables.

[bookmark: _Toc343763317]The fringe magnetic field in the electronics room is estimated at 20-30 Gauss. Existing steel in the racks and chassis should provide adequate magnetic shielding.  Fan speed and temperature will be monitored via IPMI/SNMP.
Remote Control Room
The Mu2e remote control room will be located in the Experimental Operations Center (Figure 11.23) on the 1st floor of Wilson Hall. It will be shared with other Intensity Frontier experiments. There is room for up to six experiments, with two operator consoles each.
[image: ]
[bookmark: _Ref370298833]Figure 11.22. DAQ Electronics racks.

[bookmark: _Ref340842904][bookmark: _Toc343763347][image: ]
[bookmark: _Ref370298845]Figure 11.23. Experimental Operations Center (XOC).
Some level of remote control and monitoring is also possible via office desktop computers and VPN connections. Capability and access will be determined by the experiment. As proposed, all remote control room infrastructure other than the experiment-specific computers, will be provided by Fermilab.

A 96-fiber cable runs from the Muon Campus to Wilson Hall. The DAQ system will use two single-mode pairs.  Existing fiber between Wilson Hall and GCC will be used for connection to the offline data storage system.
The Experimental Operations Center (XOC) is also the central key checkout location for access to the Mu2e detector building.
[bookmark: _Toc343763318]Development and Test
A goal of the DAQ system design is to reduce or eliminate the need for dedicated test stands. Most development work can take place on the user’s desktop. A single DAQ server can provide a complete, self-contained 1 GByte/sec DAQ system. This should facilitate early integration with detector electronics.

There will be an emphasis on in-situ testing. All optical links will include power monitoring and bit-error rate test capability using pseudo-random pattern generators and checkers. Microcontrollers and FPGAs will include self-test and memory diagnostic routines.

For the production system, a series of FMEA (failure mode effects analysis) tests will be performed. Basic faults will be introduced in electronics, power and data connections, and a log/database kept of observed symptoms and error messages for help in diagnosing operational problems.

After the full production system (detectors, front-end electronics and DAQ) is installed in the detector hall, an extended system test will be performed with cosmic ray data.  Tests using beam will occur during the initial operational phase of the experiment.
System Management
Copies of release software and firmware developed for the Mu2e DAQ system will be maintained in a Teamcenter [18] repository. Releases will be scheduled at approximately two months intervals during development.  Full documentation for all custom and commercial hardware used in the system will also be maintained in Teamcenter.

[bookmark: _Ref319412852]Online PostgreSQL databases are used for luminosity, calibration, filter and run conditions. Offline PostgreSQL databases are used for hardware and configuration management. All online and offline databases, software and firmware repositories will include automatic backup.
DAQ System Parameters
The DAQ system is highly scalable.  If necessary, it can be expanded by increasing the number of DAQ Servers. Parameters for the initial 36-server configuration are listed in Table 11.7. The average event size depends on CRV threshold settings.

The output event size includes CRV data appended to events that pass the online filter.  Each DAQ Server adds approximately 1 GByte/sec of bandwidth and 1 TFLOPS of online processing capability. The incremental cost of each DAQ Server is $8K.  

[bookmark: _Ref369084976][bookmark: _Ref372194884]Table 11.7.  DAQ System Parameters.
	Parameter
	Value

	DAQ Servers
	36

	Detector Optical Links
	216

	System Bandwidth
	40 GBytes/sec

	Online Processing
	40 TFLOPS

	Input Event Size (average)
	120 KBytes

	Input Event Rate
	192 KHz

	Input Data Rate
	≤ 22 GBytes/sec

	Rejection Factor
	≥ 100

	Output Event Size (average)
	130 KBytes

	Output Event Rate
	≤ 2000 Hz

	Output Data Rate
	≤ 260 MBytes/sec

	Offline Storage
	~7 PByte/year



Performance
Each DAQ server is essentially an independent 1 GByte/sec DAQ system. Thirty-six servers are tied together through the event building network to form the complete Mu2e DAQ system.  The system performance scales linearly.

All DAQ data interfaces have been tested and verified to operate at the required bandwidth (Figure 11.24). Timing system characterization is underway (Figure 11.25).  Optical transceivers have been tested in loopback mode and in a high magnetic field. CANbus communication for the backup DCS connection has been tested.

Firmware is currently under development to link components together for end-to-end prototype system tests (Figure 11.26).  The LVDS interface between the Tracker digitizer and Readout Controller has been tested. The Readout Controller emulator and digitizer emulator will soon be replaced by actual prototype modules.

Each front-end system has sufficient internal buffer for approximately 1 second of digitized data.  For test and calibration, this provides a convenient method of exercising the system at full bandwidth.  A large sample data set (~100,000 events) can be downloaded to the front-end buffers using the DCS, then continuously replayed and verified.

[image: ]
[bookmark: _Ref375126101]Figure 11.24. PCIe (DTC) Bandwidth Tests.

[image: ]

[bookmark: _Ref375126114]Figure 11.25. Prototype ROC & Timing System Tests.
Risks
A moderate risk associated with the DAQ is the difficulty in estimating resource requirements for software and firmware development. This could result in increased labor costs, but should not impact schedule. Additional scientific labor would be employed as a first step in mitigation.

There are lower-level risks associated with estimating system bandwidth and processing requirements. The system is easily expanded, so the worst-case impact would be the cost of additional DAQ Servers or reduction in initial duty-cycle.  There are numerous options for mitigation, including adjustments to data thresholds, additional software optimization, FPGA pre-processing, and triggering.

[image: ]
[bookmark: _Ref375126122]Figure 11.26. Prototype “End-to-End” Data Transfer Test.
Quality Assurance
The DAQ system incorporates a number of features and procedures to ensure correct operation.  

Prior to delivery, DAQ Servers undergo initial hardware test at the vendor.
Following delivery, DTC cards are installed and the DAQ Servers undergo 100 hours of burn-in and loopback test.
All control and data packets are time-stamped and include CRCs.
Data links include built-in bit-error rate test logic and power monitors.
FPGAs include self-test logic.
Embedded software/firmware is monitored by watchdog timers.
DAQ Servers are monitored using IPMI.
Networking equipment is monitored using SNMP.
PDUs include network connections for power monitoring.

Installation and Commissioning
Prototype and pilot DAQ system development and testing will take place on the third floor of the Feynman Computing Center. Since there is not sufficient electrical power at this location to test the full production DAQ, development will move to the Mu2e detector building as soon as beneficial occupancy is available and production system orders are placed.
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