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Chapter 12: Trigger and Data Acquisition
[bookmark: _Ref157151121][bookmark: _Ref157151163][bookmark: _Toc166637479]Trigger and Data Acquisition
[bookmark: _Toc166637480]Introduction
The Mu2e Trigger and Data Acquisition (DAQ) subsystem provides hardware and software for collecting digitized data from the Tracker, Calorimeter, Cosmic Ray Veto and Beam Monitoring systems, and delivering that data to online and offline processing for analysis.  It is also responsible for detector synchronization and control.
[bookmark: _Toc166637481]Requirements
The Mu2e Collaboration has developed a complete set of requirements for the Trigger and Data Acquisition System [1].  The DAQ must monitor, select, and validate physics and calibration data from the Mu2e detector for final stewardship by the offline computing systems.  If operated in a streaming mode, the off-detector bandwidth requirement for the DAQ is estimated to be approximately 30 GBytes/sec.  The DAQ must combine information from ~275 detector data sources and apply filters (triggers) to reduce this rate by a factor of one thousand before the data can be transferred to offline storage.

The DAQ must provide precise control of the data sources and readout, including timestamp synchronization, live gate fraction, data compression, calibration and diagnostic modes, and channel specific settings (thresholds, gains, masks).  The DAQ must provide sufficient bandwidth margin and readout frequency prescaling capability to accommodate acquisition modes with higher instantaneous rates. The DAQ must also provide a “slow control” network for operational control and monitoring of other Mu2e subsystems.
[bookmark: _Toc166637482]Proposed Design
Data transfer technologies and costs have improved to the point that it is now feasible to consider a continuous (streaming) readout system for Mu2e.  The architecture described here (Figure 12.1) assumes that all data is zero-suppressed and moved off the detector prior to event selection.  The data transfer, online processing and networking functions are all implemented using commercial components. 

In a streaming DAQ system, an “event” is simply a fixed timeslice of data from all detector components.  The timeslice size is optimized for network packet and server cache efficiency.  A streaming architecture provides more flexibility in data analysis and can simplify design of the front-end electronics, but it results in a higher off-detector data rate.
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[bookmark: _Ref317078459]Figure 12.1. The basic DAQ architecture for Mu2e.
[bookmark: _Toc166637483]Data Sources
The DAQ system interfaces to the Data Source digitizing electronics.  All Tracker and Calorimeter electronics are located inside the detector vacuum, so the DAQ boundary is defined as the external optical connectors of the feedthrough cables (Figure 12.2).  The Cosmic Ray Veto digitizing electronics are located outside of the detector, but will use the same DAQ interface.

The distance from the detector to the control room where the DAQ electronics will be located is approximately 40 meters. We assume that the Data Source links operate at 2.5 Gbps, which is currently a cost-effective rate for FPGAs and optical transceivers, and that all detector subsystems use common 12 channel MTP/MPO optical connections to the DAQ. The total cross-section of the optical feedthrough cables is less than 5 cm2.  Data leaving a Data Source is sparsified (local timestamp / channel / data).  Extended time and source information may be added at the receiving end. 
[bookmark: _Ref156982189][bookmark: _Toc166231978][image: ]
[bookmark: _Ref192907888]Figure 12.2. The interface between the various data sources and the DAQ.
The Tracker is the largest source of data in Mu2e.  Each Tracker panel generates a maximum of 1 Gbps of zero suppressed data.  A pair of counter-rotating control/data rings is used for redundancy and bandwidth expansion. Two Tracker panel controllers are connected to each pair of rings (Figure 12.3), and six rings are bundled into an MTP/MPO cable.  For a tracker with 21,600 straws and 216 controllers, there are 36 optical cables connecting to the DAQ system.

The Calorimeter generates a similar “per channel” data rate.  For a system with 1760 crystals, there would be a total of 88 controllers (22 per vane). Four or five Calorimeter controllers are placed in each ring to provide approximately the same number of channels and data rate per ring as in the Tracker.  The Calorimeter will require 8 MTP/MPO cables connecting to the DAQ system.
[bookmark: _Ref317087542][image: ]Figure 12.3. Dual ring interconnection for detector readout controllers.
Electronics for the Cosmic Ray Veto system, Stopping Target Monitor and Extinction Monitor are located outside the detector vacuum.  The combined data rate for these sources is expected to be a few GBytes/sec, so the number of optical rings is determined by geography rather than bandwidth.

To make efficient use of optical link bandwidth, a Data Source readout controller should have enough buffer memory to hold zero-suppressed data from many timeslices (up to 1 second, or at least 256 Mbytes per controller).
[bookmark: _Ref282171696][bookmark: _Toc166637484]Data Acquisition
A typical switch-based DAQ system is shown in Figure 12.4a. Data is collected by Data Transfer Controllers (DTCs) and transmitted unidirectionally through the Event building (EVB) Network to a farm of commodity processors. Final event assembly is done in the processors.

For Mu2e, the connections will be rearranged slightly as shown in Figure 12.4b.  Data is collected by PCIe based DTCs in the processors, then exchanged bidirectionally between DTCs through the Event Builder Network before being forwarded to the processors.  This has several advantages:

· Switch port utilization in the Event Builder Network is doubled, reducing the number of switches required.

· Event building can be done entirely in hardware, offloading this task from the processors.

· The Data Transfer Controller has access to complete events and can perform formatting and pre-processing (including L1 trigger selection) in the on-board FPGA, further offloading the processors.


The DTC (Figure 12.5) has three main ports; a Data Source port, an Event Builder Network port and a Processor port.  The Data Source interface supports six 2.5 Gbps optical rings. The Event Builder Network interface is a single channel 10 Gbps Ethernet connection.  The Processor interface is PCIe.  There is an additional 2.5 Gbps port which receives control information from the timing system for distribution to the Data Sources.  To reduce development cost, the DTC is based on a commercial PCIe card.  The serial interfaces will likely be implemented on a FMC (VITA 57) daughtercard.
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[bookmark: _Ref192907945]Figure 12.4. A typical switch-based DAQ system is shown in a). For Mu2e, the connections will be rearranged slightly as shown in b).
The DAQ system contains 48 Servers with integrated Data Transfer Controllers.  Data is exchanged between DTCs using a single 48-port, 10 Gigabit Ethernet switch.  This architecture allows a total of 288 data rings (48 DTCs X 6 rings).  These would initially be assigned as follows; 216 for the Tracker, 48 for the Calorimeter, and 24 for all other subsystems (CRV, monitors, etc). Space requirements are estimated at five equipment rack (Figure 12.6).

The Timing System generates two signals:

1. System Clock - a 1695 ns (590KHz) low jitter, phase aligned clock, synchronized to the accelerator.  The leading edge of this clock is the timing reference for all fast synchronous operations within a microbunch.

2. Control Link - a 2.5 Gbps packet based serial connection.  Packets are framed by the System clock.
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[bookmark: _Ref156982875][bookmark: _Toc166231980]Figure 12.5. Implementation example of a Data Transfer Controller.
Data Sources (readout controllers) generate local acquisition clocks, phase locked to the system clock. Data Sources also provide the local timestamp counter, which is driven by the acquisition clock (Figure 12.7). Fanout and phase alignment of the system clock within the detector is the responsibility of the detector subsystem (using either hardware or software timing calibration).

Each Data Source connects to two 2.5 Gbps optical rings.  Dual rings provide additional bandwidth for expansion, and redundancy against Data Source or interconnect failures.  A ring carries both control and data packets.  Control packets are prioritized, and allow the DAQ system to dynamically set Data Source operating parameters such as live gate fraction (acquisition start and stop times within a microbunch), data compression mode, and calibration or diagnostic mode. Control packets are also used to enable/disable data acquisition for each microbunch (to limit readout rate in high occupancy modes), and to set and check the local timestamp counters for timing synchronization. These commands are transmitted in the preceding System Clock frame (microbunch) and then synchronized by the Data Source to the leading edge or a specific timestamp in the next frame. Data Sources can insert control packets to indicate error conditions or buffer status.

[bookmark: _Ref156984828]The DAQ system will be designed to support partitioning.  This is the ability for multiple operators to independently take data from non-overlapping fractions of the full detector.  This feature allows commissioning, debugging, and beam-off calibration work to take place in parallel.  In this model, data taking in one partition can be started, stopped, and otherwise controlled without affecting other partitions. It should be noted that partitioning has been done on several previous experiments (CDF, NOvA), so the needs and benefits of partitioning are well understood.

The partitioning scheme will support a pre-defined level of granularity, and a reasonable choice would be to specify that each of the 48 Data Transfer Controllers/Processors can be assigned to a particular partition.  In this model, all of the Data Sources that are connected to these Data Transfer Controllers would be treated as an indivisible set.  The DAQ applications that control data taking will ensure that the granularity choices are enforced and that DAQ components that cannot be shared will never be included in more than one partition.  During production running of the experiment, the full detector will be controlled and read out in a single partition.
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[bookmark: _Ref311101138]Figure 12.6. DAQ system rack space.
The data acquisition software components will manage the movement and processing of the data from the front-end crates to the storage system, and they will configure, control, and monitor the software and hardware components in the data path.

The specific software components include the following: 

· Common utilities such as message passing and message logging.
· Data flow applications to handle movement of data between hosts, building of events, management of event data buffers in the processor farm, and logging of data to disk.
· Control applications to configure hardware and software components, start and stop data taking, and manage the assignment of resources to partitions.
· Applications to monitor data quality and DAQ system performance.
· Applications, libraries, and databases to store and retrieve run history and other archival information.
· Specialized kernels and device drivers that are needed for custom hardware components.
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[bookmark: _Ref311101162]Figure 12.7. A typical Data Source interface in Mu2e, which is phased locked to the System Clock and provides a local timestamp.
In some cases, it may be possible to reuse common components from previous experiments (e.g. NOvA).  In all cases, the selected components or underlying technologies will be matched to the rate requirements and specific needs of the experiment, as defined by the requirements gathered from the collaboration.  

In addition to the DAQ software applications themselves, test environments will be constructed and maintained as part of this effort.  This will include a scaled-down, portable version of the DAQ system that will allow work on individual components without requiring a full set of hardware.  This version will support integrated component testing at an early stage in the development of the system.  Additional test environments with real hardware components will allow for full integration testing as well as realistic stress testing.  One or more of the planned test environments will support testing of individual hardware components.
[bookmark: _Toc166637485]Data Processing
A streaming system requires significant online processing resources.  We assume one “Multi-Processing Unit” (MPU) per Data Transfer Controller. Each MPU contains multiple physical processors or cores.  For high-performance cores, an MPU may be defined as a commercial server with 4 processors and 16 cores per processor.  Of potentially greater interest is an emerging class of systems (Figure 12.9) using lower performance cores, but with many more cores per server (typically 256-512).   Systems based on Intel MIC [2], Tilera GX [3]and ARM Cortex A-15 [4] devices are expected in 2011-13.

[image: Screen shot 2011-01-18 at 3.55.08 PM   Jan 18.png]Benchmarks of the tracking code will determine the total processing requirements.  The goal is to move as much of the Trigger as is economically practical to software.  However, as described earlier, the proposed DAQ architecture also provides several TeraOPS of FPGA based processing capability with access to full event datasets.  Cost estimates for the online processing can therefore be fixed, even if benchmarks are incomplete.  A first level filter in the Data Transfer Controller FPGA is tuned to accept the maximum data rate that can be handled by the online processing system.
[bookmark: _Ref277337138][bookmark: _Toc166231984]Figure 12.9. “Many-Core” Servers are becoming available that use lower performance cores but come packaged with many more cores per server (typically 256 – 512).
If a Level 1 trigger is not implemented in the Data Transfer Controller, the data rate between the DTC and MPU can still be reduced by incrementally transferring only the subset of data needed for each level of software trigger.  For example, a Level 1 Calorimeter trigger running in software requires ~5% of the total event data, reducing the average MPU input rate to less than 50 MBytes/sec.  The structure of the event data in the DTC memory will allow filtering of timeslices according to the dataset requirements of the software trigger(s).  

Local data storage will be provided by disk drives incorporated either in the online processing farm nodes or in a centralized data logger.  Offline storage of processed data will be provided by the Fermilab Computing Division shared storage facility.  Offline storage requirements are estimated at 1 PetaByte per year.

The data processing software will contain all of the components necessary for performing the data filtering operations in the software trigger. This will include the event reconstruction and analysis framework, the data management application that will provide events to the reconstruction software and transfer accepted events downstream, and the infrastructure that is needed to configure the reconstruction code.

The offline event reconstruction and analysis framework will be used for the software trigger, with suitable changes to support the online environment.  As part of the modified framework, sample reconstruction and analysis modules, data handling modules, and throughput monitoring tools will be provided.  In addition, a portable simulation environment will be created so that analysis modules can be developed and tested without requiring the full DAQ system software chain.
[bookmark: _Toc166637486]Control and Networking
The network (Figure 12.9) provides connections to the Data Transfer Controllers, Timing System Controller, Data Sources, Online Processors and the Event Builder Network management ports.  There is a distribution switch in each DAQ rack, and a central router for external connections (control room and data storage facility). A separate management/IPMI network handles operational monitoring of the servers and networking equipment.

The Mu2e operational control room will be located remotely (Figure 12.10).  Control will be via network connection, with VPN access available from other locations.  There is also a workstation in the Detector Hall Electronics Room with the same functionality as the remote control room stations.

The local electronics room houses the Online Processing farm, Data Transfer Controllers, and networking equipment. The total DAQ space requirement is estimated to be 5 racks.  The total power and cooling requirement is estimated at 30KW.

The Slow Controls system will control and monitor voltages, temperatures, and other environmental parameters that are not part of the safety systems of the experiment.  A combination of EPICS and LabView will be used for the Slow Controls infrastructure, similar to what is being done for the NOvA experiment.  EPICS (the Experimental Physics and Industrial Control System) is an open-source set of software libraries, applications, and tools for soft real time control systems [5].  It provides standard patterns and applications for interfacing to hardware components and provides customizable displays for quickly creating monitor applications. LabView is a commercial application from National Instruments that provides a graphical interface for creating control and test applications.  LabView will be used primarily in smaller test environments, while EPICS will be used for larger test environments and the full detector.

[image: Screen shot 2011-01-18 at 3.55.08 PM   Jan 18.png]
[bookmark: _Ref317078250]Figure 12.9. Mu2e networking and slow control connections
Specific components from the NOvA slow controls system will be considered for reuse, such as the EPICS interface to the power supplies and field point modules from National Instruments. Communication bridges between EPICS, LabView, and the DAQ messaging system will be provided to allow for convenient communication between the slow controls and DAQ systems.

Mu2e is on a private network, isolated from the main Fermilab network.  Setup and management of the connecting router will be handled by the Fermilab Computing Division networking department, according to established security policies. 

System Expansion
This architecture scales linearly to higher data rates.  The Event Building network can be expanded to any size (Figure 12.11), and the number of DTCs/Servers increased accordingly.  For higher front-end rates, either the number of Data Sources in a ring or the number of rings connected to a DTC can be reduced to maintain the same effective bandwidth per DTC.
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[bookmark: _Ref317078214]Figure 12.10. Remote control room in the Wilson Hall Experimental Operations Center (XOC)
[image: Screen shot 2011-01-18 at 3.55.08 PM   Jan 18.png]
[bookmark: _Ref317086549]Figure 12.11. Event Building Network expansion (72 and 96 port)
[bookmark: _Toc166637487]Considered Alternatives to the Proposed Design
The primary alternative to the “streaming” DAQ architecture is a “triggered” system.  In the triggered system, a smaller subset of data (Calorimeter sums in the case of Mu2e) is transmitted off the detector and the remaining data is buffered on the front-end ASICs or readout controllers.  A fast decision is made by a hardware Level 1 Trigger and the accept signal is broadcast to all front-end modules.  The buffered data is then transmitted or discarded.  This reduces the off-detector data rate by a large factor, and in turn reduces the bandwidth requirements of the data acquisition and data processing systems.

The front-end electronics are more complicated in the triggered architecture, as there are additional levels of data multiplexing, along with the L1 trigger hardware itself and the L1 Accept timing distribution.  But there may be an overall cost savings from the smaller off-detector DAQ.

The choice of DAQ architecture is also influenced by the front-end technology.  One alternative proposal, for example, uses analog (switched capacitor) pipelines and waveform digitizers, which would require a triggered system.

The streaming system is generally more flexible, since the initial event selection criteria are not hardwired into the design.
[bookmark: _Toc166637488]ES&H
The Trigger and Data Acquisition subsystem presents no significant or unusual environmental, safety or health issues.  DAQ System components all use 120 or 240V AC power.  Power supplies are UL listed with modular AC inputs (no exposed AC connections).  Internal circuitry operates at 12 V DC or lower.

Optical communication links use Class 1 (eye safe under all conditions of normal use) or Class 1M lasers (eye safe for all conditions of use except when passed through magnifying optics).  Lasers are shielded when cables are attached.
[bookmark: _Toc166637489]Risks
Most of the risks associated with the DAQ system development are common to previous efforts.  The subsystem risks that have been identified are described below.

· There is always some risk in estimating labor requirements for software and hardware design. Most of the hardware is commercially supplied which minimizes development cost and risk.  The main risk in software development is in determining the right balance of costed/ uncosted labor.
· We are moving to a higher data rate technology (10Gbps) that has both risks and benefits, but is in common use.
· The required level of online processing is not yet well known, but preliminary benchmarks of the tracking filter indicate that it will work with existing server technology.  This is not considered a significant risk since we have the option of implementing a prefilter or trigger in Data Transfer Controller hardware.
· The cost of the DAQ system scales with the data rate, and is dependent on reasonably accurate rate estimates.  Current estimates are conservative and rates can be controlled by varying thresholds, etc. 

None of these risks are considered to be high.  They are all itemized in the Mu2e Risk Registry [6].
[bookmark: _Toc166637490]Quality Assurance and Quality Control
We will establish a system integration test environment for software development and hardware verification.  Most of the DAQ hardware components are commercially sourced, and will undergo initial testing at the manufacturer, followed by “burn-in” testing in the integration test environment.

All components will be designed for in-situ and self-test, which reduces the need for dedicated test stands.  The goal is to reduce or eliminate much of the difficult to maintain “teststand” infrastructure (backplanes, controllers, power supplies, etc) and allow development in a desktop/office environment.

All project engineering documentation and software versioning will be maintained in the standard Fermilab Teamcenter management system [7] as it becomes available.
[bookmark: _Toc166637491]Value Management
The DAQ system uses commodity hardware for the processing and networking components.  This hardware tends to decrease in cost and increase in performance over time.  Delaying purchases of these components can improve the cost/performance ratio significantly.

The cost/performance of FPGAs improves in the same way as other commodity components, but the cost at introduction and phase-out of specific devices can be much higher.  Some degree of market timing in the selection and purchase of FPGA based components can be valuable.

The FPGAs in the Data Transfer Controllers have significant embedded processing capability.  If utilized, this may reduce the cost of the online processing.

We plan to reuse software developed for NOvA and other recent DAQ systems wherever possible (especially for slow controls).

The choice of streaming vs. triggered DAQ architecture affects the cost of both DAQ and detector electronics.  We have chosen a streaming architecture as the Mu2e baseline, but additional simulation could result in either higher requirements for digitization rate or lower requirements for trigger flexibility, which would favor the triggered architecture.
R&D Plan
[bookmark: _Ref298416923][bookmark: _Ref298416901]R&D tasks are focused on evaluation and selection of components for the Data Transfer Controller, Timing Distribution and Online Processing subsystems.  A small test system will be assembled using commercial modules (Figure 12.12).

This system will allow evaluation and follow-on development of;
1) DTC FPGA performance, firmware and interfaces,
2) timing system accuracy and stability,
3) 10G networking infrastructure,
4) online processing benchmarks,
5) architecture options (e.g., hardware vs software triggering and event building).
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[bookmark: _Ref317086888]Figure 12.12. R&D system for DAQ component evaluation
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